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Abstract—One type of distributed systems is the client/server system consist of clients and servers. In order to improve the performance of such a system, client assignment strategy plays an important role. There are two criteria to evaluate the load on the servers — total load and load balance. The total load increases when the load balance decreases, vice versa. It has been proved that finding the best client assignment is NP-hard. In this paper, we propose a new model for the client assignment problem and design an algorithm based on Semidefinite programming (SDP). Our method has a (relaxed) performance ratio 0.87 when only 2 servers exist. In general case, our method becomes a heuristic, and the ratio of each iteration is 0.87. We are the first one to give these bounds. Our simulation results are compared with the state-of-art client assignment method, and our strategy outperforms it in terms of running time while keeps the load in similar level.

I. INTRODUCTION

There are two main system architectures of the Internet distributed systems — one is client-server architecture [1] and the other one is peer-to-peer architecture. In this paper, we will study the client-server architecture, which is a network architecture in which each computer or process on the network is either a client or a server. A “client” is a program or a terminal which the user accesses in the first place. Each client communicates with each other through the “servers”. The communications among the servers are direct. That is, any server can communicate with another server directly. If one client A wants to send a message to client B, it will firstly send the message to the server which A is assigned to, and this server will directly forward the message to B if B and A are assigned to the same server. If B and A are assigned to different servers from A, then the message will be forwarded from A’s assigned server to B’s assigned server first and then passed to B. The advantage of this system is that the more powerful servers let the clients free from the responsibility of processing and storing. The system structure is also more scalable. Hence, how to achieve a good client assignment strategy is essential and critical to client/server systems.

The client-server architecture has become one of the basic models of network computing. Many applications such as E-mail exchange, web access and database access, are based on the client-server architecture. A web browser is a client program at the user computer that may access information at any web server in the world. While in some email systems, the assignments depend on the clients’ organizations. If two clients work for the same company, they should be assigned to the same email server. Social network applications are also the possible applications. Users can exchange their messages and photos in Facebook. Relational database applications is suited for client-server computing too. There are two components to the client-server database access protocol. One deals with communication between the servers (i.e. TCP/IP), and the other deals with the interaction of the client and the server (i.e. SQL). A client uses SQL to query a machine, if this machine does not have the data this client needs, this machine talks to other machines via TCP/IP to seek the data. MapReduce [2] is also a potential application. Allotting the often queried search keywords together on a same server can decrease the inter-server communication. The search keywords is the clients in this case.

Another example is the Instant Message System (IMS). The IMS servers will forward the messages for the clients. Different from the email system, the client assignments are not constrained by the clients’ organization, in an IMS with the XMPP (Jabber) [3] protocol. In XMPP, the format of a user is user@domain and the domain usually represents a corresponding server. When the existing resources are not enough, more servers are added to improve the performance and the throughput of the system. For this case, to assign the clients, we should consider the communication load in client assignments.

The communication load in client/server systems can be further divided into total load and load balance. Total load means the load amount on all servers and load balance represents the load difference among the servers. To understand this let us check Fig. 1 which plots two possible cases of assigning two clients A and B to two servers 1 and 2. In Fig.
of-art algorithm, BSP performs almost as well on minimizing the objective function, but greatly outperforms it in terms of running time. Hence we evaluate the efficacy of BSP.

\section{Related Work}

Our client assignment problem can be viewed as a clustering problem to some extent. Regard the clients as the nodes in a graph, and the communications between the clients as the edges. Each directed edge from node \(u\) to \(v\) represents the message rate from client \(u\) to \(v\). For any pair of nodes \(u\) and \(v\), if they are put into different clusters, the communication cost will increase comparing to that of putting them within the same cluster. The goal is: given the weighted directed graph, how to cluster them into a fixed number of clusters such that a certain objective is minimized.

In [4], Shi and Malik proposed Normalized Cut (NC), the algorithm partitions an undirected graph into disjoint parts so that \(\text{F}_{\text{ncut}} = W_{1,2} \frac{W_{1} + W_{2}}{W_{1} + W_{2} + 2W_{1,2}}\) is minimized, where \(W_{i,j}\) is the sum of the weights of all edges connect the vertices in part \(i\) and part \(j\). In addition, when partitioning the graph to \(M > 2\) parts, the NC minimizes \(\text{F}_{\text{ncut}} = \sum_{i=1}^{M} \frac{\sum_{j<i} W_{i,j}}{\sum_{j<i} W_{j,i}}\). However, what NC does is to partition the graph into clusters such that the connections between them are small, it may cause unbalance in the total weight of the edges within each group, especially in the power-law graphs. Since the total weight of the edges within one group can be regarded as the load on one server, NC may cause very unbalanced server loads thus is not very suitable for our problem.

In [5], Karypis and Kumar presented a coarsening heuristic named heavy-edge heuristic for which the size of the partition of the coarse graph is within a small factor of the size of the final partition obtained after multilevel refinement. Andreev and Racke in [6] defined a parameter \(v > 1\), and considered the problem of partitioning a graph into \(k\) components such that no component contains more than \(v_{n}^{-\frac{2}{v}}\) of the graph and the capacity of the edges between different components of the cut is minimized. The authors presented a bicriteria approximation algorithm which has an approximation ratio of \(O(\log^{1/2} n)\) and runs in polynomial time for any constant \(n > 1\). Lang[7] tested some popular cluster algorithms on power law graphs, and found that an SDP relaxation avoids the Spectral methods tendency to break off tiny pieces of the graph. In [8], Huang and Nguyen proposed a graph clustering method to quickly partition a large graph into densely connected sub-graphs. They showed the algorithm work well to divide the graph into clusters of the similar sizes. To provide more balanced clusters MinMax Cut [9] was proposed. In [10], Nie et al. proposed to apply additional nonnegative constraint to improve MinMax Cut graph clustering. However, what all of the works considered is to make the size, i.e. the number of nodes in a cluster similar, and it is not the load i.e. the total weights of the edges in a cluster that we seek to balance in our solution, hence they cannot be used in our problem.
In [11], Lui and Chan studied client-server assignment for Client/Server systems, and proposed an efficient partitioning algorithm to make each server process approximately the same amount of workload. The theoretical foundation of their algorithm is based on the linear optimization principle. However, the communication load in [11] only considered the load balance with the assumption that the overall load was same under any client assignment, which differs from our situation.

Nishida and Nguyen in [1] studied the client assignment strategy to strike the balance between the total communication load and load balance on servers. They proved that finding the optimal assignment is NP-hard. They devised a heuristic named BCO-V to solve the client assignment using relaxed convex optimization. BCO-V is a binary splitting method via relaxed convex optimization with considerably expensive time consumption. No theoretical analysis or guarantee was provided either, thus their work was incomplete.

III. Preliminary

Before we introduce our problem formulation and algorithms, we give the brief preliminary of Semidefinite programming (SDP), which is the basis of our solution.

First of all we introduce strict quadratic program. A quadratic program is the problem of minimizing or maximizing a quadratic function of integer valued variables \( (x_1, x_2, \ldots, x_n) \), subject to quadratic constraints on these variables. If each monomial in the objective function, as well as the constraints, is of degree 0 (a constraint) or 2, then this is a strict quadratic program.

Second, for a strict quadratic program in which every integer variable \( x_i \) is either \(+1\) or \(-1\), we relax each integer variable \( x_i \) to a vector variable \( v_i \) such that \( v_i \cdot v_i = 1 \) and \( v_i \in \mathbb{R}^n \), where \( \cdot \) means the inner product. After the relaxation the original problem has been transformed to a vector program, which is the problem to optimize a linear function of the inner products \( v_i \cdot v_j \), \( 1 \leq i \leq j \leq n \), subject to linear constraints on these inner products.

Third, when we obtain the vector program, we can solve it by SDP [12]. The raw solution obtained by SDP is a matrix, and the \((i,j)\)th entry of the matrix is the inner product \( v_i \cdot v_j \). Finding the optimal solution to the vector program equals to finding the optimal solution of its corresponding SDP, and this SDP can be solved within any error \( \epsilon \) in time polynomial in \( n \) and \( \log(1/\epsilon) \). Suppose the obtained solution is a matrix \( A \in \mathbb{R}^n \), and then by adopting Cholesky Factorization on \( A \), we obtain the vectors \( v_1, \ldots, v_n \), which is the solution to the previous vector program.

At last, different rounding method can be used to round each \( v_i \in \mathbb{R}^n \) to an integer \( x_i \in \{-1, +1\} \) \((i = 1, \ldots, n)\), and \( \{x_1, \ldots, x_n\} \) is the final optimal solution to the original strict quadratic program. The rounding methods can be threshold rounding, randomized rounding, etc.

In our paper, we formulate every problem we proposed into a strict quadratic program, and then solve it following the procedures above. However some of them cannot be formulated as strict quadratic program at first sight, in that case we use some tricks to transform them into equivalent strict quadratic programs.

IV. Problem Statement with 2-Server

In this section, we study how to assign the clients in the special system with only two servers — Server A (denoted as \( S_A \)) and Server B (denoted as \( S_B \)). Then we extend the 2-server solution to the case of multiple servers in the next section.

Suppose there are \( n \) clients \( \{c_1, \ldots, c_n\} \) in the system. For each client \( c_i \), we define a variable \( x_i \) to denote which server \( c_i \) is assigned to:

\[
 x_i = \begin{cases} 
 1, & c_i \text{ is assigned to } S_A \\
 -1, & c_i \text{ is assigned to } S_B 
\end{cases}
\]

We use \( r_{i,j} \) to denote the data rate from client \( i \) to client \( j \) \((r_{i,i} = 0)\). As we introduced by Fig. 1, when two clients are assigned to two different servers, the total communication in the system will increase. In detail, for clients \( c_i \) and \( c_j \), the communication load between them is \( r_{i,j} \) if they are assigned to the same server; when they are assigned to different servers means \( r_{i,j}+1 \) (for \( r_{i,j}=1 \)) or \( 1 \) (for \( r_{i,j}=0 \)).

The total communication is the sum of all the communication loads caused by such pair of clients, hence the total communication load \( C_t \) is:

\[
 C_t = \sum_{i=1}^{n} \sum_{j=1}^{n} r_{i,j} + \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1-x_i x_j}{2} r_{i,j}. \tag{1}
\]

We denote the approximate load on \( S_A \) as \( C_A \) and the load on \( S_B \) as \( C_B \), based on the definition in Formula 1, we can express the cost on server \( A \) as follows:

\[
 C_A = \sum_{i=1}^{n} \frac{1+x_i}{4} \sum_{j=1}^{n} r_{i,j} + \sum_{j=1}^{n} \frac{1+x_j}{4} \sum_{i=1}^{n} r_{i,j} \tag{2}
\]

The cost on server \( B \) can be expressed as:

\[
 C_B = \sum_{i=1}^{n} \frac{1-x_i}{4} \sum_{j=1}^{n} r_{i,j} + \sum_{j=1}^{n} \frac{1-x_j}{4} \sum_{i=1}^{n} r_{i,j} \tag{3}
\]

Figure 2. A client/server system with 2 Servers.
Hence, the direct difference between server A and server B can be expressed as $D = |C_A - C_B|$, and:

$$D = \left\| \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{x_i + x_j}{2} r_{i,j} \right\|$$

(4)

$C_A$ and $C_B$ are not exactly the loads on server A and server B, respectively. Consider a pair of clients $(c_i, c_j)$ that $c_i$ and $c_j$ are assigned on server A and B respectively, $c_i$'s communication load on A is $r_{i,j}/2$ and $c_j$'s communication load on B is also $r_{i,j}/2$ according to (2) and (3), respectively. But they should both be $r_{i,j}$. In fact, the precise load on each server can be expressed but it is not necessary. The reason is that, although $C_A$ and $C_B$ are not very precise, $D$ is the precise load disparity (the opposite of load balance) between two servers $A$ and $B$, since all the communication load caused on $(c_i, c_j)$ assigned on two servers separately is offset, and what we need in our problem is $D$.

To use SDP method, we use $C_b = D^2$ instead of $D$ to denote the load balance. To better explain our objective function, define

$$s_i = \sum_{j=1}^{n} \frac{1}{2} (r_{i,j} + r_{j,i}),$$

(5)

then we have:

$$D = \left\| \sum_{i=1}^{n} s_i x_i \right\|,$$

(6)

$$C_B = D^2 = \sum_{i=1}^{n} s_i^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} (s_is_j)(x_ix_j).$$

(7)

Our goal is to strike the balance between the total load $C_B$ and the load balance $C_B$. We define a parameter $\lambda \in [0, 1]$ to define a weighted combination of $C_B$ and $C_B$, and then

$$C = \lambda C_B + (1 - \lambda) C_B$$

(8)

is the object function. The optimization problem in 2-server case is:

$$\begin{aligned}
\text{min : } & C \\
\text{s. t. } & x_i^2 = 1, \ x_i \in \mathbb{Z}, \ \ 1 \leq i \leq n
\end{aligned}$$

(9)

Define two new parameters:

$$w_{i,j} = -\frac{1}{2} \lambda r_{i,j} + (1 - \lambda)s_is_j$$

(10)

$$\Theta = \frac{3}{2} \lambda \sum_{i=1}^{n} \sum_{j=1 \neq i}^{n} r_{i,j} + (1 - \lambda) \sum_{i=1}^{n} s_i^2$$

(11)

then problem (9) is equivalent to:

$$\begin{aligned}
\text{min : } & \sum_{i=1}^{n} \sum_{j=1 \neq i}^{n} w_{i,j}x_i x_j + \Theta \\
\text{s. t. } & x_i^2 = 1, \ x_i \in \mathbb{Z}, \ 1 \leq i \leq n
\end{aligned}$$

(12)

It is easy to check that problem (12) is a strict quadratic problem, thus it can be solved by the technique we introduced in Section III: Relax each integer variable to transform problem (12) into following vector program:

$$\begin{aligned}
\text{min : } & \sum_{i=1}^{n} \sum_{j=1 \neq i}^{n} w_{i,j}(v_i \cdot v_j) + \Theta \\
\text{s. t. } & v_i \cdot v_i = 1, \ v_i \in \mathbb{R}^n, \ 1 \leq i \leq n
\end{aligned}$$

(13)

Problem (13) can be solved by SDP [12], and the procedure is omitted here. From the above, we have solved the scenario where there are only 2 servers. In the next section, we will solve the general case.

V. PROBLEM STATEMENT WITH GENERAL CASE

In general case, we have $k$ servers, $k > 2$. The method in 2 servers may also be adopted to resolve the new problem. The idea is: We first split all the servers into 2 groups, and treat each group as a server, and then apply the 2 server case algorithm to them to allocate every client to one of the server group in a balanced way. After that, for each group, if in it there are more than one servers, we continue splitting this group into two smaller groups and employing the 2 server algorithm again. The recursive treatment continues until every group only contains one server, which means we have assigned every client to a real server, we have completed the task and solve the general case problem.

One of the challenges in recursive algorithm design for the general case is how to split the servers. For the $k$ servers, the most perfect envisage is to split the servers into two groups with equal numbers of servers, since the load is separated equally into two groups and each group has the same amount of servers, we could then assign the clients to the 2 small groups evenly. Afterwards we could split the 2 small groups obtained before to 4 smaller groups with the same size recursively until last. However, this ideal circumstance only happens when $k$ is the power of 2. If $k$ equals to a value other than the powers of 2, we have to seek another method.

To be more specific, in the first splitting, if $k$ is even, then split the servers into two groups each with the equal size of $\frac{k}{2}$ is the current perfect choice. Else if $k$ is odd, we have to split the servers to two groups as evenly as possible. Only in this way the times of recursive server-splitting can be reduced to the lowest. Thus the obvious choice is: one group with size of $\left\lfloor \frac{k}{2} \right\rfloor$, and the other with size of $\left(k - \left\lfloor \frac{k}{2} \right\rfloor \right)$, which is $\left\lceil \frac{k}{2} \right\rceil$. Until every group contains one server the algorithm ends. Fig. 3(a) and Fig. 3(b) show the procedure under 3 servers case. Fig. 3(a) plots the situation after the first splitting, where server B and server C are in a group that is treated as one virtual server. Fig. 3(b) plots the final allocation result, after server B and server C are split.

Another challenge rises along with the recursive procedure. We will show it by Fig. 3(a). After the first splitting, Client $c_1$ has been separated with $c_2$ and $c_3$. In the second splitting, we have to allocate $c_2$ and $c_3$ to $S_A$ and $S_B$. However, even if $c_2$ and $c_3$ are allocated to different servers, the communication...
cost of link $c_1 \to c_2$ (ends with $c_2$) or the link $c_1 \to c_3$ (ends with $c_3$) will not double, since each pair of clients in $c_1 \to c_2$ or $c_1 \to c_3$ has already been separated before the second splitting starts. We call these links appears in subproblems due to recursive splitting as Extra Link. When we solve the subproblem of client assignment, with different client assignments, the load balance varies and the Extra Link play a role in this variation, total load also varies but Extra Links keep the same in total load. Based on this observation, for every client $c_i$, let $e_i$ denote the sum of the data rates of all the Extra Links that start or end with $c_i$, we modify the formulas (1), (2) and (3) for general case:

\[
\tilde{C}_t = C_t + \sum_{i=1}^{n} e_i \tag{14}
\]

\[
\tilde{C}_A = C_A + \sum_{i=1}^{n} \frac{1 + x_i}{2} e_i \tag{15}
\]

\[
\tilde{C}_B = C_B + \sum_{i=1}^{n} \frac{1 - x_i}{2} e_i \tag{16}
\]

Suppose we have separated $k$ servers into two groups: $A$ with $k_A$ servers and $B$ with $k_B$ servers ($k_A + k_B = k$), the load difference $\tilde{D}$ between these two server groups is:

\[
\tilde{D} = \frac{2}{k} |k_B \tilde{C}_A - k_A \tilde{C}_B|.
\]

It should be noted that $s_i = \sum_{j} (x_i + x_j)$ ($s_i$ is defined in (5)). We get the following formula:

\[
\tilde{D} = \frac{2}{k} \left| \sum_{i} (s_i + e_i)x_i - \frac{k_A - k_B}{2} \sum_{i} (s_i + e_i) \right| \tag{17}
\]

Define

\[
\tilde{s}_i = s_i + e_i \tag{18}
\]

If $k$ is even, then we divide $k$ servers equally, which means $k_A = k_B = k/2$. We then substitute $s_i$ in definition (10) and (11) with $\tilde{s}_i$, obtain the parameters in problem (12), at last use Algorithm 1 to solve it.

If $k$ is odd, in order to minimize $\tilde{D}$, we have to make $\frac{k}{2} \sum_i (s_i + e_i)x_i$ as close to $\frac{k_A - k_B}{2} \sum_i (s_i + e_i)$ as possible, which means approach $\sum_i \tilde{s}_i x_i$ to $\frac{k_A - k_B}{2} \sum_i \tilde{s}_i$. Define

\[
\tilde{C}_b = (\sum_i \tilde{s}_i x_i)^2 \tag{19}
\]

Note that $\tilde{C}_b$ does not equal to $\tilde{D}^2$ in general case, however it still plays a significant role as before. To be more specific, the closer $\tilde{C}_b$ is to $\left(\frac{k_A - k_B}{2} \sum_i \tilde{s}_i \right)^2$, the closer $\tilde{D}$ is to 0, and a more balanced client assignment will be found, which is also a better solution for problem (20). Theorem 3 in Theory Analysis section will certify this.

Let

\[
O = \left| \frac{k_A - k_B}{k} \right| \sum_{i=1}^{n} \tilde{s}_i
\]

for the sake of concision, the optimization problem under general case can be formulated as:

\[
\begin{align*}
\min & : \quad \tilde{C} = \lambda \tilde{C}_t + (1 - \lambda) |\tilde{C}_b - O^2| \\
\text{s. t.} & : \quad x_i^2 = 1, \quad x_i \in \mathbb{Z}. \quad 1 \leq i \leq n \tag{20}
\end{align*}
\]

Recall that $\tilde{C}_t$ and $\tilde{C}_b$ are defined in (14) and (19), and $x_i = +1$ or $-1$, $1 \leq i \leq n$. For $i$, $1 \leq i \leq n$, we relax $x_i$ in $\tilde{C}_t$ and $\tilde{C}_b$ to a vector $v_i \in \mathbb{R}^n$, and denote the new obtained expressions $\tilde{C}_t^\gamma$ and $\tilde{C}_b^\gamma$. The following optimization problem is obtained:

\[
\begin{align*}
\min & : \quad \lambda \tilde{C}_t^\gamma + (1 - \lambda) |\tilde{C}_b^\gamma - O^2| \\
\text{s. t.} & : \quad v_i \cdot v_i = 1, \quad v_i \in \mathbb{R}^n. \quad 1 \leq i \leq n \tag{21}
\end{align*}
\]

However problem (21) still has an absolute value item in its objective function, which makes it not straightforwardly solvable. We have to transform it. In fact, since $|\tilde{C}_b^\gamma - O^2|$ equals to $(\tilde{C}_b^\gamma - O^2)$ if $\tilde{C}_b^\gamma \geq O^2$, and equals to $(O^2 - \tilde{C}_b^\gamma)$ otherwise, we can solve the following two problems:

\[
\begin{align*}
\min & : \quad \lambda \tilde{C}_t^\gamma + (1 - \lambda)(\tilde{C}_b^\gamma - O^2) \\
\text{s. t.} & : \quad v_i \cdot v_i = 1, \quad v_i \in \mathbb{R}^n. \quad 1 \leq i \leq n \quad \tilde{C}_b^\gamma \geq O^2 \tag{22}
\end{align*}
\]

\[
\begin{align*}
\min & : \quad \lambda \tilde{C}_t^\gamma + (1 - \lambda)(O^2 - \tilde{C}_b^\gamma) \\
\text{s. t.} & : \quad v_i \cdot v_i = 1, \quad v_i \in \mathbb{R}^n. \quad 1 \leq i \leq n \quad \tilde{C}_b^\gamma \leq O^2 \tag{23}
\end{align*}
\]

After solving the two sub-problems: vector programs (22) and (23) using SDP, we compare the two object function values of them, and then the one with the smaller value is chosen, and the corresponding $(v_1, ..., v_n)$ is the final solution to the relaxed problem (21). After that we use the rounding method to obtain the final solution $(x_1, ..., x_n)$ for (20).
VI. ALGORITHM

Based on the details we presented in section (IV) and (V), we present the algorithms for the 2 server case and the general case. Algorithm 1 is for the case where there only exist 2 servers and Algorithm 2 is used to deal with the general circumstances where there are more than 2 servers. We use BSP to uniformly denote our algorithms since they are Binary splitting methods based on solving SDP.

Algorithm 1 BSP for 2-Server Case

Step 1. Compute the value of $w_{ij}$ and $C$.
Step 2. Solve vector program (13), obtain the solution $(v_1, ..., v_n)$.
Step 3. Randomly pick a vector $r$, which to a uniformly distributed vector in the $n$-dimensional unit sphere.
Step 4. for $1 \leq i \leq n$
  if $(v_i \cdot r \geq 0)$ let $x_i = 1$, else let $x_i = -1$

Algorithm 2 BSP for General Case

Step 1. if $k$ is even, divide the servers into two groups with equal size as $\frac{k}{2}$, else go to Step 3.
Step 2. use Algorithm 1 with $\tilde{s}_i$ instead of $s_i$. If the each server group contains more than one, return to step 1 recursively split the two server subgroups.
Step 3. divide $k$ servers into two groups, one with size $\left\lceil \frac{k}{2} \right\rceil$, and the other with $\left\lfloor \frac{k}{2} \right\rfloor$.
Step 4. Solve vector programs (22) and (23) by SDP. Let $(v_1, ..., v_n)$ be the optimal solution, which belongs to one of the two vector programs that has the smaller objective value.
Step 5. Use the method in step 4 in Algorithm 1 to obtain the client allocation result $(x_1, ..., x_n)$ on the two virtual server groups from optimal solution $(v_1, ..., v_n)$ obtained in step 4.
Step 6. Repeat step 1 to step 6 for each of the two server subgroups, until each group contains only one server.

A. Time Complexity

Our proposed algorithm is based on SDP, and a SDP with $n$ variables (clients) can be solved within any error $\epsilon$ in time polynomial in $n$ and $\log(1/\epsilon)$. We fix $\epsilon$ and then denote the time SDP takes for solving a problem with $n$ clients by $f(n)$. The time complexities for 2-server case and general $k$-server case are $O(n + f(n))$ and $O((n + f(n))\log k)$ respectively. Note that SDP is a subfield of convex optimization, for a fix $\epsilon$, the time complexities of SDP and convex optimization are the same. BCO-V is based on convex optimization, and its time complexity is $O(n(n + f(n))\log k)$, which is more than an order of magnitude greater than BSP’s running time.

VII. THEORY ANALYSIS

In this section we give the approximation ratio and some bounds of our algorithms.

Lemma 1.

$$\Pr[v_i \text{ and } v_j \text{ are separated}] = \frac{\theta_{ij}}{\pi}$$

where $\theta_{ij}$ is the angle from $v_i$ to $v_j$, in other words, $\theta_{ij} = \arccos(v_i \cdot v_j)$.

Let $\alpha = 0.87$, we have Lemma 2 and Lemma 3.

Lemma 2.

$$\frac{\theta}{\pi} \geq \alpha \left(\frac{1 - \cos \theta}{2}\right)$$

Lemma 3.

$$1 - \frac{\theta}{\pi} \geq \alpha \left(\frac{1 + \cos \theta}{2}\right)$$

The proofs for Lemma 1, Lemma 2 and Lemma 3 can be found in [13].

Lemma 4. Define $S = \sum_{i=1}^{n} s_i^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} s_is_j$, let $E[B]$ be the expectation of the value of $C_b$ obtained by Algorithm 1, then

$$E[B] - S \leq \alpha(C_b^* - S)$$

Proof:

$$E[B] - S = E[C_b - \left(\sum_{i=1}^{n} s_i^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} s_is_j\right)]$$

$$= E\left[\sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j - \frac{1}{2} 2s_is_j\right]$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} -\Pr[v_i \text{ and } v_j \text{ are separated}] 2s_is_j$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} -\frac{\theta_{ij}}{\pi} 2s_is_j$$

and

$$C_b^* - S = \sum_{i=1}^{n} \sum_{j=1}^{n} -\frac{1 - v_i v_j}{2} 2s_is_j$$

Because $\cos \theta_{ij} = v_i \cdot v_j$, according to Lemma 2, $-\frac{\theta_{ij}}{\pi} \leq 0$, and 2$s_is_j \geq 0$, Lemma 4 holds.

Lemma 5. Define $R = 2\sum_{i=1}^{n} \sum_{j=1}^{n} r_ir_j$, let $E[T]$ be the expectation of the value of $C_t$ obtained by Algorithm 1, then

$$E[T] - R \leq \alpha(C_t^* - R)$$

Proof:

$$E[T] - R = E[C_t - 2\sum_{i=1}^{n} \sum_{j=1}^{n} r_ir_j]$$

$$= E\left[\sum_{i=1}^{n} \sum_{j=1}^{n} -\frac{1 + x_i x_j}{2} r_ir_j\right]$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} -\Pr[x_i \text{ and } x_j \text{ are not separated}] r_ir_j$$

and

$$C_t^* - R = \sum_{i=1}^{n} \sum_{j=1}^{n} -\left(\frac{1 + v_i v_j}{2}\right) r_ir_j$$
Because \( \cos \theta_{ij} = v_i \cdot v_j \), according to Lemma 3, \(- (1 - \frac{\theta_{ij}}{2}) \leq \alpha(1 + \frac{\gamma_{ij}}{2}) \), and since \( r_i r_j \geq 0 \), Lemma 5 holds. 

**Theorem 1.** Let \( E[W] \) be the expectation of the objective value of (12) obtained by algorithm 1, \( \text{OPT}_v \) be the optimal objective value of (13), and \( W_D = \lambda R + (1 - \lambda)S \), then

\[
E[W] - W_D \leq \alpha(\text{OPT}_v - W_D)
\]

**Proof:**

\[
E[W] - W_D = \lambda(E[T] - R) + (1 - \lambda)(E[B] - S)
\]

\[
\leq \lambda \alpha(C_i^v - R) + (1 - \lambda)\alpha(C_b^v - S)
\]

\[
= \alpha(\text{OPT}_v - W_D)
\]

Lemma 4 and 5 can help to get “\( \leq \)”. From Theorem 1, we obtain the approximation ratio of Alg. 1, which is \( \alpha = 0.87 \). Note that the approximation ratio is the one in a broader sense since \( W_D \) has to be used to establish the inequation. However it provides a bound for our algorithm’s performance, which makes Alg. 1 the first bounded approximation algorithm for similar problems.

**Lemma 6.** Define \( S = \sum_{i=1}^{n} b_i^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{a}_{ij} \tilde{s}_j \), let \( E[B] \) be the expectation of the value of \( C_b \) obtained by Algorithm 2, then

\[
E[B] - S \leq \alpha(C_b^v - S)
\]

**Proof:** Similar to the proof of Lemma 4.

**Lemma 7.** Define \( S' = \frac{1 - \alpha}{1 - \alpha} O^2 + \tilde{S} \), and let \( E[B'] \) be the expectation of the value of \( |\tilde{C}_b - O^2| \) obtained by Algorithm 2, then

\[
E[B'] - S' \leq \alpha \left( |\tilde{C}_b^v - O^2| - S' \right)
\]

**Proof:**

\[
E[B'] - S' \leq E[B] + O^2 - S' \leq \alpha(\tilde{C}_b^v - S) + S + O^2 - S' \leq \alpha \left( |\tilde{C}_b^v - O^2| + O^2 - S' \right) - \frac{1}{1 - \alpha} O^2 = \alpha \left( |\tilde{C}_b^v - O^2| - \tilde{S}' \right)
\]

We can get the first “\( \leq \)” by Lemma 6.

**Lemma 8.** Define \( \tilde{R} = 2 \sum_{i=1}^{n} \sum_{j=1}^{n} r_{ij} + \sum_{i=1}^{n} e_i \), let \( E[T] \) be the expectation of the value of \( \tilde{C}_1 \) obtained by Algorithm 2, then

\[
E[T] - \tilde{R} \leq \alpha(C_b^v - \tilde{R})
\]

**Proof:** Similar to the proof of Lemma 5.

**Theorem 2.** Let \( E[\bar{W}] \) be the expectation of the objective value of (12) obtained by Algorithm 2, \( \text{OPT}_v \) be the optimal objective value obtained by solving (22) and (23), and \( \tilde{W}_D = \lambda \bar{R} + (1 - \lambda)S' \), then

\[
E[\bar{W}] - \tilde{W}_D \leq \alpha(\text{OPT}_v - \tilde{W}_D)
\]

**Proof:** Use Lemma 7 and Lemma 8, similar to the proof of Theorem 1.

From Theorem 2, we obtain the bound of Alg. 2 in each iteration, with the approximation ratio \( \alpha = 0.87 \) in a broader sense. Because Alg. 2 needs \( O(\log k) \) iterations, Alg. 2 is bounded with a factor of \( 0.87^{\log k} \) in a broader sense.

**Theorem 3.** In general case, suppose \( k_A > k_B \), if there exists an optimal solution \((x_1,...,x_n)\) satisfies \(|\tilde{C}_b - O^2| = \epsilon\), then there must exist an optimal solution \((x'_1,...,x'_n)\) satisfies \(D' \leq O^{-1} \epsilon\).

**Proof:** If \( \sum_{i=1}^{n} \tilde{a}_{ij} x_i \geq 0\), let \( x'_i = x_i\). Since \( C_b = \sum_{i=1}^{n} \tilde{a}_{ij} x_i \), \( |\tilde{a}_{ij} x_i| - O = \sum_{i=1}^{n} \tilde{a}_{ij} x'_i - O \leq O^{-1} \epsilon \). Thus we have \( D' \leq 2 \frac{k}{k} \sum_{i=1}^{n} \tilde{a}_{ij} x'_i - O \leq O^{-1} \epsilon \).

What Theorem 3 proves is the validity of solving problem (20). Recall that \( D' \) defined by (17) is the load balance in general case. Theorem 3 tells us that minimizing \(|\tilde{C}_b - O^2|\) in (20) is equivalent to minimizing \(D'\), hence solving optimization problem (20) can seek the client assignment with balanced server loads in general case.

**VIII. SIMULATION**

To test the performance of our algorithms, we compared the effect of other popular algorithms with our BSP. The other three algorithms we use to compare with are:

**BCO-V:** The binary splitting via relaxed convex optimization [1].

**NC:** Normalized Cut [9].

**Random:** The clients are randomly allocated to each server.

**A. Experiment Setup**

For BSP and BCO-V, MATLAB is our simulation platform and we implement both of their code. The tool we use in our MATLAB code is CVX, a package for specifying and solving convex programs [14],[15]. For the NC algorithm, we use MATLAB code [16]. In our simulation, we set \( \lambda = 0.5 \) for all formulas. For the parameter \( \beta \) in BCO-V, we also set it as 0.5. To obtain the message rate \( r_{i,j} \) between the clients, we randomly generate hundreds of graphs by our random graph generator, in every graph each vertex is allocated at most 20 randomly selected neighbors, and randomly assign weight to each edge \((i,j)\), which is \( r_{i,j} \). For two nodes \( i \) and \( j \) that are not adjacent, \( r_{i,j} = 0 \). Before every experiment starts, \( r_{i,j} \) is normalized to make \( \sum_{i=1}^{n} \sum_{j=1}^{n} r_{i,j} = 1 \).
B. Experiment for 2 Server Case

In this subsection, we present the result of our experiment of Algorithm 1. Here, $C_b = D^2$. The results of $C$ obtained by different algorithms is shown in Fig. 4(a), and the total load $C_t$ is shown in Fig. 4(b). Since performances of different algorithms vary too much on balancing load, we use Table I to present $C_b$. Noted that for $C$, $C_t$ and $C_b$, the smaller value means the algorithm works better.

Table I. Load balance $D^2$ with $k = 2$ servers

<table>
<thead>
<tr>
<th>#clients</th>
<th>$BSP$</th>
<th>$BCO-V$</th>
<th>$NC$</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0156*</td>
<td>0.0051*</td>
<td>0.9796*</td>
<td>0.0681*</td>
</tr>
<tr>
<td>200</td>
<td>0.0119*</td>
<td>0.0037*</td>
<td>0.9801*</td>
<td>0.0632*</td>
</tr>
<tr>
<td>300</td>
<td>0.0097*</td>
<td>0.0013*</td>
<td>0.9832*</td>
<td>0.0555*</td>
</tr>
<tr>
<td>400</td>
<td>0.0073*</td>
<td>0.0008*</td>
<td>0.9912*</td>
<td>0.0497*</td>
</tr>
</tbody>
</table>

Before the analysis of the simulation result, we have to emphasize that due to our pretreatment, $C_t \in [1, 2]$, and $C_b \in [0, 1]$. Our algorithm works very well in this case. From the result we can see that regardless of the number of clients, our algorithm $BSP$ constantly gives nearly optimal solutions. $BCO-V$ is the most optimal solution so far, it works always the best yet with enormous time consumption, which will be compared afterwards. $BSP$ works fairly close to $BCO-V$, all the value of $F$, $F_t$ and $F_b$ obtained by $BSP$ is always less than 101% of those obtained by $BCO-V$. $NC$ gives very good $C_t$, however it loses greatly in balancing load, thus gives very bad $C_b$ and $C$. From our simulation, we also found that $NC$ algorithm is prone to isolate the nodes that have weak connection to others. Random method computes acceptable load balance $C_b$, but works worst in reducing the total communication cost $C_t$.

C. Experiment for General Case

We test Algorithm 2 by setting the number of servers to 5, 7, 10, and increase the number of clients from 100 to 400. The results of objective value $C$ and total load $C_t$ are plotted in Fig. 5-7. In general case, in order to compare our algorithm with $BCO-V$, we use Gini coefficient to evaluate the load balance on multiple servers:

$$G_b = \frac{1}{k-1} \left(\frac{2\sum_{a=1}^{k} a l_a}{\sum_{a=1}^{k} l_a} - k - 1\right),$$

where $I_1 \leq I_2 \leq \cdots \leq I_k$. $G_b \in [0, 1]$. The experimental result of $G_b$ is plotted in Table II. $BSP$ lowers both $C_t$ and

<table>
<thead>
<tr>
<th>#clients</th>
<th>$BSP$</th>
<th>$BCO-V$</th>
<th>$NC$</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0819</td>
<td>0.0682</td>
<td>0.8805</td>
<td>0.1014</td>
</tr>
<tr>
<td>200</td>
<td>0.0787</td>
<td>0.0852</td>
<td>0.9207</td>
<td>0.1223</td>
</tr>
<tr>
<td>300</td>
<td>0.0809</td>
<td>0.0601</td>
<td>0.9403</td>
<td>0.1066</td>
</tr>
<tr>
<td>400</td>
<td>0.0853</td>
<td>0.0472</td>
<td>0.9571</td>
<td>0.1148</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#clients</th>
<th>$BSP$</th>
<th>$BCO-V$</th>
<th>$NC$</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0938</td>
<td>0.0649</td>
<td>0.8519</td>
<td>0.0992</td>
</tr>
<tr>
<td>200</td>
<td>0.0832</td>
<td>0.0411</td>
<td>0.8839</td>
<td>0.0935</td>
</tr>
<tr>
<td>300</td>
<td>0.0955</td>
<td>0.0701</td>
<td>0.9083</td>
<td>0.1076</td>
</tr>
<tr>
<td>400</td>
<td>0.0805</td>
<td>0.0581</td>
<td>0.9275</td>
<td>0.1003</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#clients</th>
<th>$BSP$</th>
<th>$BCO-V$</th>
<th>$NC$</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.1092</td>
<td>0.0916</td>
<td>0.8393</td>
<td>0.1115</td>
</tr>
<tr>
<td>200</td>
<td>0.1029</td>
<td>0.0849</td>
<td>0.8679</td>
<td>0.1132</td>
</tr>
<tr>
<td>300</td>
<td>0.1091</td>
<td>0.0790</td>
<td>0.8864</td>
<td>0.1143</td>
</tr>
<tr>
<td>400</td>
<td>0.1119</td>
<td>0.0663</td>
<td>0.9023</td>
<td>0.1257</td>
</tr>
</tbody>
</table>
takes to solve the case where \( k = 5 \) and \( n = 400 \).

IX. CONCLUSION

In this paper, we discuss the client assignment problem in client/server systems, which is one kind of internet distributed systems. This problem has been proved to be NP-hard, and we present our new mathematical model for it. Base on our model, we propose the SDP based approximation algorithm \( BSP \), and prove that each iteration of \( BSP \) is bounded by a factor 0.87 in a broad sense. We are the first to give the algorithm with theoretical analysis for optimization problem of striking the balance between the total load and load balance in client/server systems, and its time complexity is also theoretically an order of magnitude smaller than that of \( BCO-V \), the best known algorithm. During the simulation, we confirm that \( BSP \) works almost as well as \( BCO-V \) on reducing the total load and balancing the loads of different servers, but evidently outperforms it in terms of running time.
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