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Abstract—This paper investigates the problem of scheduling delay-constrained traffic in a single-hop wireless industrial network in which different source devices have different data rates. We aim to maximize the packet delivery reliability while meeting the deadline for each packet. The transmission scheduling problem is decomposed into two sub-problems: subperiod-based slot allocation and slot-based transmission scheduling. The former sub-problem is formulated as a nonlinear integer programming problem, and we present a solution with polynomial-time complexity by converting it to a linear integer programming problem. For the latter sub-problem, we demonstrate that the existence of a feasible optimal schedule depends on the order of the elements in the slot allocation vector produced by solving the former sub-problem. An algorithm is designed to compute a feasible slot allocation that satisfies a realizable schedule. Simulation results demonstrate that our scheme ensures each device has almost the same packet delivery rate in different report periods, which is important for maintaining the stability of control systems.

I. INTRODUCTION

Industrial automation using wireless sensor-actuator networks (WSANs) has attracted much attention from both the research and the industry sectors in recent years due to the significant advantages in terms of reducing deployment cost and providing high system-level flexibility. To encourage the uptake of WSANs in industry, three international standards, WirelessHART [7], ISA 100.11a [10] and IEEE 802.15.4e [1], have been released. All these standards use low-power radios compliant with the IEEE 802.15.4-2006 standard, which supports 16 channels in the 2.4GHz ISM band. Unfortunately, devices operating on these low-power radios are highly unreliable and link qualities are generally time-variant, especially in harsh environments such as factory floors with strong noise and frequent signal reflection from moving objects. Hence, a key challenge in the design of wireless industrial control networks is to provide ultra-reliable and real-time data communications despite the presence of channel loss.

A WSAN for industrial control is a distributed system of sensors, controllers and actuators interconnected over wireless links. Sensors periodically report measurements to controllers in which commands are generated based on the sensor data and in turn disseminated to actuators for control. The packets generated by the sensors commonly have hard deadlines, and the failure to deliver the packets before their deadlines can deteriorate the control performance and cause instability in the control system. To meet the stringent requirements on reliability and real-timeliness on wireless communications, all the recent industrial wireless standards [7] [10] [1] adopt the Time Division Multiple Access (TDMA) scheme and combine it with a deadline-constrained transmission scheduling policy. To enhance transmission reliability over lossy wireless channels lost packets have to be retransmitted which is commonly accomplished by reserving extra slots for retransmissions in TDMA-based schemes. A key question is how to allocate the extra slots and schedule retransmissions to maximize the probability for the controller to receive all packets within their deadlines. Even though many TDMA-based link scheduling schemes have been proposed for delay-optimal data gathering in wireless sensor networks [5][2][12], most schemes assume that all packets generated in each data gathering round have the same deadline. Hence, these schemes are not suitable to networks with heterogeneous traffic rates, as commonly arises in industrial applications.

In this paper we investigate the problem of scheduling periodic heterogeneous traffic with delay constraints in single-hop wireless industrial control networks based on the following general conditions: different sensor devices can have different packet generation rates, and different wireless links can have different packet loss rates. Our objective is to optimally allocate time slots and schedule packet transmissions so as to maximize the rewards on packet reception. Specifically, this work has the following major contributions:

- We present a theoretical model for scheduling delay-constrained heterogeneous traffic in single-hop wireless networks, and propose a two-stage scheduling approach: subperiod-based slot allocation and slot-based transmission scheduling.
- We formulate the subperiod-based slot allocation problem as a nonlinear integer programming optimization problem, and present an approach to convert it to a linear integer programming problem. A polynomial-time algorithm is designed to compute the optimal solution for the subperiod-based slot allocation problem.
- The solution for the subperiod-based slot allocation problem produces a slot allocation vector that specifies how many slots are allocated to which report period of which device. While the optimal reward depends only on the values of the elements in the allocation vector, we demonstrate that the existence of a realizable optimal schedule
The problem of scheduling delay-constrained traffic over lossy wireless networks has received intensive interest in recent years. Willig [15] discussed the challenges faced by wireless industrial networks and gave a survey on the promising technologies for providing reliable and real-time communication in wireless industrial networks. TDMA-based link scheduling for data collection in wireless sensor networks has also been well studied [16] [13] [2]. However, most of the existing solutions can only deal with homogeneous traffic in which all packets generated in the same data collection period have the same deadline. Existing scheduling schemes for cellular networks [6] and wireless LAN [4] [14] either consider only soft deadlines or assume constant-bit-rate traffic, and are thus not suitable for reliability- and delay-sensitive wireless industrial control networks. Saifullah et al. [11] presented a general model for link scheduling in WirelessHART networks, and proved that the real-time scheduling problem is NP-complete. Hou and Kumar gave a survey of the recent results on real-time wireless networking in [9].

The related work in the literature also includes extensive studies on task scheduling for single processor systems, in which each task is characterized by an arrival time, a demand on CPU time, and a deadline. As opposed to the traditional task scheduling problem, the number of time slots allocated for transmitting a packet (which corresponds to the amount of CPU time for executing a task) in our problem is not known, and we aim to optimize the slot allocation to maximize the reward (i.e. reliability). Thus existing scheduling policies such as EDF cannot be applied directly to solve our problem. In [3] the optimal reward-based scheduling problem was investigated for periodic real-time tasks based on the imprecise computation model, in which each task is composed of a mandatory part and an optional part. The former must be guaranteed to be completed before the deadline. The longer the optional part is executed before the deadline, the higher the reward. The authors proved that, for linear and concave reward functions, an optimal schedule exists when the optional service time for a task is constant at every instance, but the problem is NP-hard for convex reward functions.

Another closely related work is [8], in which the authors studied the problem of scheduling periodic real-time task in which different tasks can have different reward requirements. The necessary and sufficient condition for scheduling feasibility is established and a greedy online scheduling policy, called Greedy Maximizer, is proposed. However, the greedy scheme is feasibility optimal only when the periods of all tasks are the same. The authors also proved that the Greedy Maximizer policy is a 2-approximation policy. Another major difference is that the solution presented in [8] is based on long-term average reward, and the same task in different periods may produce different rewards. In our solution there is at most one device that can have different number of allocated slots in different periods, and the maximum difference is one slot. The performance of our solution is compared with Greedy Maximizer using simulations.


II. RELATED WORK

The problem of scheduling delay-constrained traffic over lossy wireless networks has received intensive interest in recent years. Willig [15] discussed the challenges faced by wireless industrial networks and gave a survey on the promising technologies for providing reliable and real-time communication in wireless industrial networks. TDMA-based link scheduling for data collection in wireless sensor networks has also been well studied [16] [13] [2]. However, most of the existing solutions can only deal with homogeneous traffic in which all packets generated in the same data collection period have the same deadline. Existing scheduling schemes for cellular networks [6] and wireless LAN [4] [14] either consider only soft deadlines or assume constant-bit-rate traffic, and are thus not suitable for reliability- and delay-sensitive wireless industrial control networks. Saifullah et al. [11] presented a general model for link scheduling in WirelessHART networks, and proved that the real-time scheduling problem is NP-complete. Hou and Kumar gave a survey of the recent results on real-time wireless networking in [9].

The related work in the literature also includes extensive studies on task scheduling for single processor systems, in which each task is characterized by an arrival time, a demand on CPU time, and a deadline. As opposed to the traditional task scheduling problem, the number of time slots allocated for transmitting a packet (which corresponds to the amount of CPU time for executing a task) in our problem is not known, and we aim to optimize the slot allocation to maximize the reward (i.e. reliability). Thus existing scheduling policies such as EDF cannot be applied directly to solve our problem. In [3] the optimal reward-based scheduling problem was investigated for periodic real-time tasks based on the imprecise computation model, in which each task is composed of a mandatory part and an optional part. The former must be guaranteed to be completed before the deadline. The longer the optional part is executed before the deadline, the higher the reward. The authors proved that, for linear and concave reward functions, an optimal schedule exists when the optional service time for a task is constant at every instance, but the problem is NP-hard for convex reward functions.

Another closely related work is [8], in which the authors studied the problem of scheduling periodic real-time task in which different tasks can have different reward requirements. The necessary and sufficient condition for scheduling feasibility is established and a greedy online scheduling policy, called Greedy Maximizer, is proposed. However, the greedy scheme is feasibility optimal only when the periods of all tasks are the same. The authors also proved that the Greedy Maximizer policy is a 2-approximation policy. Another major difference is that the solution presented in [8] is based on long-term average reward, and the same task in different periods may produce different rewards. In our solution there is at most one device that can have different number of allocated slots in different periods, and the maximum difference is one slot. The performance of our solution is compared with Greedy Maximizer using simulations.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Consider a wireless industrial network with one controller $c$, and $N$ wireless sensor devices numbered $d_1, d_2, \ldots, d_N$. Each device is equipped with a single half-duplex radio transceiver, implying that the controller cannot receive packets from more than one sensor device at the same time. All sensor devices can directly communicate with the controller (i.e. single hop). Time is synchronized and divided into slots of equal length, with each allowing the transmission of one data packet and its associated acknowledgement. It is assumed that the packet loss rates for different wireless links are independent and follow the Bernoulli model. For each individual packet transmission from $d_i$ to $c$, the packet is lost with probability $p_i$. Note that, in our model, a packet transmission is successful if and only if the transmitter has received the acknowledgement for that packet. Hence the packet loss probability for each link takes into account the losses of both the data packet and the associated acknowledgement.

Each sensor device $d_i$ reports periodically to the controller with a fixed report interval of $T_i$ slots. Each periodic traffic contains only one data packet that is generated just before the start of the corresponding report period. The deadline for a packet generated by $d_i$ coincides with its period $T_i$. If the packet is not successfully delivered to the controller within its deadline, it will be dropped as the next report period starts.

B. Problem Formulation

We first define two important terms: subperiod and hyperperiod, which will be used throughout the paper. A subperiod for $d_i$ is simply a report period with fixed length of $T_i$ slots, and we use $S_{i,m}$ to denote the $m$th subperiod of device $d_i$. A hyperperiod is defined as a period with fixed length of $H$ slots, where $H$ is the least common multiple of all $T_i$, i.e. $H = \text{lcm}\{T_1, \cdots, T_N\}$. Thus, for device $d_i$, a hyperperiod contains $\frac{H}{T_i}$ subperiods with each having a packet
to be transmitted to the controller. Figure 1 gives an example illustrating these two terms. It can be seen that, by introducing these two concepts, we only need to study the problem of scheduling packet transmissions for one hyperperiod since the other hyperperiods just repeat the same schedule.

To enhance packet transmission reliability, the widely adopted approach based on TDMA is to reserve multiple slots for retransmission. Let \( x_{i,m} \) be the number of slots allocated for transmitting the packet generated for \( S_{i,m} \). Obviously, the packet fails to reach the controller only when all transmissions in the \( x_{i,m} \) allocated slots fail, and the corresponding failure probability is \( p^{x_{i,m}} \). Therefore, the success probability for the packet to reach the controller using \( x_{i,m} \) slots is \( 1 - p^{x_{i,m}} \). It can be seen that the success probability depends on only \( x_{i,m} \), rather than where these \( x_{i,m} \) slots are allocated.

To construct the transmission schedule, the number of time slots allocated to each arrival packet in a hyperperiod needs to be determined. However, slot allocations to different packets are strongly correlated. The more slots allocated to one packet, the higher success probability the packet has, but the fewer slots remain for other packets. In this work we aim to achieve optimal slot allocation by maximizing the following objective function:

\[
R = \sum_{i=1}^{N} \sum_{m=1}^{H/T_i} w_i (1 - p^{x_{i,m}}),
\]

where \( w_i \) represents the weight assigned to the packets generated by \( d_i \). In some applications, the packets generated by some devices are more important than others, and need to get higher reliability of delivery. This can be achieved by properly configuring the weight for each device. For the case where all packets have the same weight, \( R \) corresponds to the expected number of packets received by the controller in one hyperperiod.

Since all packet transmissions must be scheduled within the hyperperiod, the first constraint on our problem is that the total number of allocated slots should not exceed the length of the hyperperiod, that is,

\[
\sum_{i=1}^{N} \sum_{m=1}^{H/T_i} x_{i,m} = H.
\]

Each packet generated by \( d_i \) has a deadline that coincides with its period \( T_i \), which ensures that the number of time slots allocated to each packet of \( d_i \) must not exceed \( T_i \), which is expressed as,

\[
x_{i,m} \leq T_i, \quad \forall i \in [1,N], \forall m \in [1,H/T_i].
\]

We formulate the optimal slot allocation problem as the following optimization problem:

\[
\text{maximize } \quad R = \sum_{i=1}^{N} \sum_{m=1}^{H/T_i} w_i (1 - p^{x_{i,m}})
\]

such that (2) and (3) are satisfied.

Note that the solution of the above optimization problem is a vector \( \vec{x} = [x_{i,m}] \), which is not a real transmission schedule. We refer to the above optimization problem as the subperiod-based slot allocation problem, and solve it in Section IV. Once getting the optimal \( x_{i,m} \) for each \( d_i \) in its \( m \)th subperiod, we need to compute the positions for these \( x_{i,m} \) slots in the corresponding subperiods. We refer to this problem as the slot-based transmission scheduling problem and solve it in Section V.

For convenience of reading, a summary of the notations used in this section is given in Table I.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>the number of sensor devices</td>
</tr>
<tr>
<td>( d_i )</td>
<td>the ( i )th sensor device</td>
</tr>
<tr>
<td>( c )</td>
<td>the controller</td>
</tr>
<tr>
<td>( T_i )</td>
<td>the fixed report period of ( d_i )</td>
</tr>
<tr>
<td>( H )</td>
<td>the length of the hyperperiod</td>
</tr>
<tr>
<td>( H/T_i )</td>
<td>( i )th subperiod of the ( i )th sensor device</td>
</tr>
<tr>
<td>( x_{i,m} )</td>
<td>the number of slots assigned to ( d_i ) in ( S_{i,m} )</td>
</tr>
<tr>
<td>( p_{i,m} )</td>
<td>packet loss probability for link between ( d_i ) and ( c )</td>
</tr>
</tbody>
</table>

IV. SUBPERIOD-BASED ALLOCATION

The subperiod-based allocation problem formulated in Section III is a non-linear integer programming problem, and such problems may be NP-hard. In this section, we first convert this problem into a linear integer programming problem, and then present a polynomial-time algorithm to compute the optimal solution for this problem.

A. Non-linear Problem to Linear Problem Conversion

Our conversion approach is based on multisets theory. As in a set the order of elements in a multiset is not important but,
unlike a set, duplicate elements are permitted. For example, \( \{a, a, b, b, b\} \) is a multiset whose underlying set is \( \{a, b\} \). The multiplicity of a member of a multiset is the number of times it occurs, and the total number of elements in a multiset (allowing for repetition) is called the cardinality of the multiset. In the foregoing example, the multiplicities of \( a \) and \( b \) are respectively 2 and 3, and the cardinality of the multiset is 5. So this multiset can also be expressed in a more general way as \( \{2 \cdot a, 3 \cdot b\} \).

In Eqn. (1), \( (1 - p_i^{k,m}) \) is the probability that device \( d_i \) successfully transmits a packet to the controller in \( x_i,m \) time slots. It is equal to \( \sum_{k=1}^{m} (1 - p_i) p_i^{k-1} \) where \( (1 - p_i) p_i^{k-1} \) is the probability that the packet transmission fails in the first \( k - 1 \) time slots and succeeds in the \( k \)th time slot. Thus, \( \mathcal{R} \) in Eqn. (1) can be rewritten as follows:

\[
\mathcal{R} = \sum_{i=1}^{N} \sum_{m=1}^{H/T_i} \sum_{k=1}^{x_i,m} w_i (1 - p_i) p_i^{k-1}
\]

Let \( \mathcal{C} \) be a multiset defined as follows:

\[
\mathcal{C} = \{b_{i,k} = w_i (1 - p_i) p_i^{k-1} \mid i \in [1,N], m \in [1,H], k \in [1,x_i,m]\}
\]

Obviously, \( \mathcal{R} \) can be expressed as the sum of all elements in \( \mathcal{C} \). According to constraint (2), the cardinality of \( \mathcal{C} \) must be \( H \). We define another multiset \( \mathcal{B} \) as follows:

\[
\mathcal{B} = \left\{ \frac{H}{T_i} \cdot b_{i,k} \mid b_{i,k} = w_i (1 - p_i) p_i^{k-1}, i \in [1,N], k \in [1,T_i] \right\}
\]

Actually, \( \mathcal{B} \) is a special case of multiset \( \mathcal{C} \) where \( x_i,m = T_i \). The following lists all the elements in \( \mathcal{B} \) for the example given in Fig. 1 (a) where \( w_1 = w_2 = w_3 = 1 \):

\[
\begin{align*}
4 \cdot (1 - p_1) & \quad 3 \cdot (1 - p_2) & \quad 2 \cdot (1 - p_3) \\
4 \cdot (1 - p_1) & \quad 3 \cdot (1 - p_2) & \quad 2 \cdot (1 - p_3) \\
4 \cdot (1 - p_1) & \quad 3 \cdot (1 - p_2) & \quad 2 \cdot (1 - p_3) \\
4 \cdot (1 - p_1) & \quad 3 \cdot (1 - p_2) & \quad 2 \cdot (1 - p_3)
\end{align*}
\]

Due to the constraints given in (2) and (3), the multiset \( \mathcal{C} \) for any feasible solution of the subperiod scheduling problem must be a subset of \( \mathcal{B} \). For example, the multiset \( \mathcal{C} \) for the solution given in Fig. 1 (c) is \( \{4 \cdot (1 - p_1), 3 \cdot (1 - p_2), 2 \cdot (1 - p_3), 3 \cdot (1 - p_1) p_2\} \). In the following we prove that the subperiod-based scheduling problem can be converted into a linear integer programming problem.

Theorem 1. The maximum \( \mathcal{R} \) obtained by solving the following integer programming problem must be the maximum value for \( \mathcal{R} \) obtained by solving the non-linear integer programming problem given in (4).

\[
\begin{align*}
\text{maximize} & \quad \mathcal{R} = \sum_{i=1}^{N} \sum_{k=1}^{T_i} y_{i,k} w_i (1 - p_i) p_i^{k-1} \\
\text{s.t.} & \quad \sum_{i=1}^{N} \sum_{k=1}^{T_i} y_{i,k} = H \\
& \quad 0 \leq y_{i,k} \leq \frac{H}{T_i}, \forall i \in [1,N], \forall k \in [1,T_i] \\
& \quad y_{i,k} \geq y_{i,k+1} \quad \forall i \in [1,N], \forall k \in [1,T_i-1]
\end{align*}
\]

Proof: Similar to \( \mathcal{R} \), \( \mathcal{R} \) can also be expressed as the sum of elements in a multiset \( \mathcal{C} \) defined as follows:

\[
\mathcal{C} = \{y_{i,k} \cdot b_{i,k} \mid b_{i,k} = w_i (1 - p_i) p_i^{k-1}, i \in [1,N], k \in [1,T_i]\}
\]

Constraint (7) ensures that the cardinality of \( \mathcal{C} \) must be \( H \), which corresponds to constraint (2). Constraint (8) guarantees that no subperiod of \( d_i \) is allocated more than \( T_i \) time slots, which corresponds to constraint (3). The three constraints of (7), (8), and (9) also guarantee that any solution of the converted linear integer programing problem (i.e. \( \bar{y} = [y_{i,k}] \)) can be mapped onto a feasible solution of the problem formulated in (4) (i.e. \( \bar{x} = [x_{i,m}] \)), and vice versa (this will be proved in Lemma 2 in Section IV-B). Hence, the maximum value for \( \mathcal{R} \) must be the maximum value for \( \mathcal{R} \).

B. Optimal Solution

Let \( \mathcal{O} \) be a multiset that contains the \( H \) largest elements in \( \mathcal{B} \). We have the following Lemma 1.

Lemma 1. The sum of all elements in \( \mathcal{O} \) must be the maximum value for \( \mathcal{R} \).

Proof: According to the definition of \( \mathcal{O} \), this lemma must hold if the multiplicities of elements in \( \mathcal{O} \) satisfy constraints (7), (8), and (9). Constraints (7) has already been satisfied because the cardinality of \( \mathcal{O} \) is \( H \). Constraint (8) is obviously satisfied according to the definition of \( \mathcal{B} \). Now we prove constraint (9) is satisfied. Since \( 0 \leq p_i < 1 \) for any \( i \in [1,N] \), \( b_{i,k-1} > b_{i,k} \).

If there is a \( b_{i,k} \) in \( \mathcal{O} \), there must be a corresponding \( b_{i,k-1} \) in \( \mathcal{O} \). Hence, \( y_{i,k} \geq y_{i,k+1} \).

Therefore, to compute the optimal solution for the converted linear integer programming problem, we only need to calculate the multiplicity \( y_{i,k} \) for each \( b_{i,k} \) in \( \mathcal{O} \).

Property 1. For any two elements \( b_{i,k} \) and \( b_{m,n} \) in \( \mathcal{O} \) where \( b_{i,k} > b_{m,n} \), we have \( y_{i,k} = \frac{H}{T_i} \) and \( y_{m,n} \leq \frac{H}{T_m} \).

Since \( \mathcal{O} \) is a subset of \( \mathcal{B} \), \( b_{i,k} \) and \( b_{m,n} \) are also in \( \mathcal{B} \) in which the multiplicities for \( b_{i,k} \) and \( b_{m,n} \) are \( \frac{H}{T_i} \) and \( \frac{H}{T_m} \), respectively. Since \( b_{i,k} \) is in \( \mathcal{O} \) and \( b_{m,n} > b_{i,k} \), according to the definition of \( \mathcal{O} \), all elements that are equal to \( b_{i,k} \) must be in \( \mathcal{O} \). Hence, \( y_{i,k} = \frac{H}{T_i} \). Similarly, if there is another element in \( \mathcal{O} \) that is smaller than \( b_{m,n} \), \( y_{m,n} \) must be \( \frac{H}{T_m} \); otherwise, \( b_{m,n} \) can be partly in \( \mathcal{O} \) and partly in \( \mathcal{O} \) due to the constraint on the cardinality of \( \mathcal{O} \), in which case \( y_{m,n} < \frac{H}{T_m} \). Hence, \( y_{m,n} \leq \frac{H}{T_m} \).

Based on Property (1), \( y_{i,k} \) for \( b_{i,k} \) can be computed as follows:

\[
\begin{align*}
y_{i,k} & = \begin{cases} 
\frac{H}{T_i}, & \text{if } b_{i,k} \in \mathcal{O} \text{ and } b_{i,k} \notin \mathcal{B} \setminus \mathcal{O} \\
H - \sum_{b_{m,n}\in\mathcal{O} \text{ and } b_{m,n}\notin\mathcal{B}\setminus\mathcal{O}} y_{m,n}, & \text{otherwise.}
\end{cases}
\end{align*}
\]

Once we get the multiplicity of each element in \( \mathcal{O} \), the optimal solution for the problem in (4) can be obtained by mapping \( \bar{y}_{i,k} \) to \( \bar{x}_{i,m} \) based on the following lemma.
Lemma 2. Any solution \( \vec{y} \) for the converted linear integer programming problem can be mapped to a solution \( \vec{x} \) for the non-linear integer programming problem given in (4), and vice versa.

Proof: \( \vec{y} \) to \( \vec{x} \) mapping: \( y_{i,k} \) is equivalent to the number of subperiods of \( d_i \) in which \( x_{i,m} \geq k \).

\( \vec{y} \) to \( \vec{x} \) mapping: If \( y_{i,k} = \frac{H}{k} \), then \( y_{i,1} = y_{i,2} = \cdots = y_{i,k-1} = \frac{H}{k} \) according to Property 1. This means that each subperiod of \( d_i \) is allocated at least \( k \) time slots. If \( b_{i,k+1} \) is not in \( \mathcal{O} \), it means that no subperiod of \( d_i \) is allocated \( k+1 \) time slots. Thus \( x_{i,1} = x_{i,2} = \cdots = x_{i,H/T_i} = k \) when \( y_{i,k} = \frac{H}{k} \) and \( b_{i,k+1} \) is not in \( \mathcal{O} \). If \( y_{i,k} = \frac{H}{k} \) and \( 0 < y_{i,k+1} < \frac{H}{k} \), it means at least \( k \) slots are assigned to each subperiod of \( d_i \) according to above discussion, and there are \( y_{i,k+1} \) subperiods of \( d_i \) that can obtain one more slot for packet transmission.

Algorithm 1 (denoted as OPT-SP) gives the steps of computing the optimal \( \vec{x}, \vec{m} \) for problem (4). The complexity of roughly the same packet delivery rate in different subperiods for each device. However, the fairness among different devices cannot be guaranteed. In Section VI, we will demonstrate that relative fairness can be achieved by adjusting the weight assigned to each device.

V. Slot-based Scheduling

The optimal solution presented in previous section only gives the optimal number of time slots assigned to each subperiod, but does not specify how the assigned slots are allocated (i.e., which slots are assigned to which device in which subperiod). In this section, we will first analyze the scheduling feasibility for a given slot allocation solution, and then present a solution to construct the optimal schedule.

A. Scheduling Feasibility

Since the radio channel between the controller and each device is shared, it means at most one device can communicate with the controller in any time slot. However, the subperiod-based slot allocation problem formulated in Section III-B does not take into account this constraint. Thus it is uncertain that the output of Algorithm 1 is realizable.

Lemma 4. Constraints (2) and (3) are necessary but not sufficient for the existence of a feasible schedule.

Proof: We define a decision variable \( z_{i,j} \) as

\[
z_{i,j} = \begin{cases} 
1, & \text{if } d_i \text{ is scheduled in time slot } j \\
0, & \text{if } d_i \text{ is not scheduled in time slot } j
\end{cases}
\]

We use \( Z = \{z_{i,j}, \forall i \in [1,N], \forall j \in [1,H]\} \) to represent a transmission schedule for one hyperperiod. Obviously, \( Z \) is feasible if and only if the following constraint is satisfied.

\[
\sum_{i=1}^{N} z_{i,j} = 1, \forall j \in [1,H].
\] (11)

which ensures that each slot can be assigned to only one sensor device. Eqn. (11) also implicitly ensures that the total number of slots assigned to all sensor devices cannot exceed \( H \), that is

\[
\sum_{i=1}^{N} \sum_{j=1}^{H} z_{i,j} = H.
\] (12)

The number of time slots allocated to \( d_i \) in the \( m \)th subperiod is \( x_{i,m} \), that is,

\[
\sum_{j=1}^{mT_i} z_{i,j} = x_{i,m}, \forall i \in [1,N], m \in [1, \frac{H}{T_i}].
\] (13)

Since \( z_{i,j} \) is either 0 or 1, \( x_{i,m} \leq T_i \). Hence constraint (3) must be satisfied. Based on Eqns. (12) and (13), we have

\[
\sum_{i=1}^{N} \sum_{j=1}^{H} z_{i,j} = \sum_{i=1}^{N} \sum_{m=1}^{H/T_i} \sum_{j=1}^{mT_i} z_{i,j} = \sum_{i=1}^{N} \sum_{m=1}^{H/T_i} x_{i,m} = H.
\] (14)
Lemma 5. With each subperiod getting only one surplus slot.

However, the two constraints (2) and (3) are not sufficient for the existence of a feasible schedule. The network consists of two devices $d_1$ and $d_2$ with $T_1 = 3$ and $T_2 = 5$. The number of slots allocated to the five subperiods of $d_1$ is 2, 2, 2, 3, and 3, respectively. Device $d_2$ is assigned with one slot for each of its subperiod. Since $x_{1,3} = x_{1,4} = 3$, $d_1$ must be scheduled in any slot from slot 10 to slot 15, which prevents $d_2$ from obtaining a slot in this period. Thus the subperiod-based slot allocation is not realizable.

Let $\bar{x}_i = [x_{i,1}, ..., x_{i,m}]$ be a vector of the number of slots allocated to the subperiods of device $d_i$. It is worth noting that, in Problem (4), the optimal value for $R$ depends only on the value of each $x_{i,m}$, and not on the order they appear in $\bar{x}_i$. Therefore, any permutation of $\bar{x}_i$ is still the optimal solution of Problem (4). In the example given in Fig. 2, a feasible schedule exists for a permutation $[3, 2, 3, 2, 3]$. In the following we show that, given any subperiod-based slot allocation computed by Algorithm 1, we can always find a realizable permutation of $\bar{x}$ to construct a feasible schedule.

B. Computation of a Realizable Permutation of $\bar{x}_i$

According to Lemma 3, there is only one sensor device which will be allocated different numbers of slots in different subperiods, and this device is represented by $d_i^*$. Hence, we only need to figure out a permutation for $\bar{x}_i^*$ that allows a feasible schedule. Let $\min(\bar{x}_i^*) = \min\{x_{i,1}^*, ..., x_{i,m}^*\}$. Suppose slot allocation for all devices except $d_i^*$ is done, and each subperiod of $d_i^*$ is assigned $\min(\bar{x}_i^*)$ time slots. Then the number of surplus slots that need to be further allocated is:

$$N_s = \sum_{m=1}^{H/T_i^*} x_{i,m}^* - \frac{H}{T_i} \min(\bar{x}_i^*).$$

According to Lemma 3, the number of slots allocated to different subperiods of $d_i^*$ differs by at most one. Thus the $N_s$ surplus slots need to be assigned to $N_s$ subperiods of $d_i^*$, with each subperiod getting only one surplus slot.

**Lemma 5.** There must be a feasible schedule policy that allows $N_s$ subperiods of $d_i^*$ to consume the $N_s$ surplus slots, with each subperiod consuming only one surplus slot.

**Proof:** We use a similar approach presented in [8] to prove this lemma based on the max-flow min-cut theorem for a flow network. We construct a flow network that has a source, a sink and three internal layers $L_1, L_2$ and $L_3$. $L_3$ contains $H$ vertices, with each one representing a time slot. Each one is connected to the sink by an edge of capacity one, enforcing that each slot can only be allocated to one device. For each device $d_i$, there are $H/T_i$ vertices in $L_2$. The $i^{th}$ vertex is connected by edges to the individual slots in the $i^{th}$ subperiod for $d_i$, and each edge has infinite capacity. For each device $d_i$, there is an edge from the source to each vertex associated with $d_i$ in $L_1$, and the capacity of the edge to the $k^{th}$ such vertex is the number of subperiods in which $d_i$ is scheduled at least $k$ times.

For such a flow network, the capacity of a bounded cut is at least the maximum of the capacities of the two trivial cuts (isolating the sink or source vertex), and both of these are $H$. According to the max-flow min-cut theorem, the maximum flow of this network is $H$. Since computing a maximum flow will also give a feasible schedule, there must be a feasible schedule policy to assign the $N_s$ surplus slots for $d_i^*$.

According to Lemma 5, computing a maximum flow gives a schedule and this can be done using Ford-Fulkerson algorithm effectively. However, the Ford-Fulkerson algorithm has high time complexity, $O(Ef)$, where $E$ is the number of edges and $f$ is the maximum flow in the network. In the following we present a solution based on scheduling capacity. Let $\Delta_l$ be the number of surplus slots by the end of the $l^{th}$ subperiod of $d_i^*$ after the mandatory slots are allocated. Then

$$\Delta_l = |IT_{i,l}^* - \sum_{j=1}^{N} \left\lfloor \frac{IT_{i,j}^* x_{i,j}}{T_j} \right\rfloor - l \cdot \min(\bar{x}_i^*) \forall l \in [1, \frac{H}{T_i}]$$

where $\sum_{j=1}^{N} \left\lfloor \frac{IT_{i,j}^* x_{i,j}}{T_j} \right\rfloor$ is the number of slots that must be assigned to other devices except $d_i^*$ by the end of the $l^{th}$ subperiod (all other devices have the same number of slots allocated to each subperiod, which is denoted by $x_{i,j}$ for $d_j$). $l \cdot \min(\bar{x}_i^*)$ is the number of time slots (excluding the surplus slots) allocated to $d_i^*$ by the end of the $l^{th}$ subperiod. Obviously, $\Delta_{H/T_i^*} = N_s$. However, $\Delta_l$ only gives the maximum available surplus slots by the end of the $l^{th}$ subperiod. The actual usable surplus slots also depends on the $\Delta_8$ of the subperiods after the $l^{th}$ subperiod. That is, the actual number of usable surplus slots assigned by the end of the $l^{th}$ subperiod should be no larger than $\min\{\Delta_{i+1}, \Delta_{i+2}, ..., \Delta_{H/T_i^*}\}$. We use the following example to illustrate it. Suppose three devices $d_1$, $d_2$, and $d_3$ have subperiods $T_1 = 3, T_2 = 9$ and $T_3 = 27$. After Algorithm 1, we could generate $\bar{x}_1 = [3, 3, 2, 2, 2, 2, 2, 2, 2]$, $\bar{x}_2 = [2, 2, 2]$, and $\bar{x}_3 = [1]$. According to Equation (16), we have $\Delta = [1, 2, 1, 2, 3, 2, 3, 4, 2]$ for the subperiods of $d_1$. Even though $\Delta_2 = 2$, we cannot assign 2 surplus slots by the end of the second subperiod because $\Delta_3 = 1$ is smaller than 2. That means, the maximum available surplus slots by the end of the
3rd subperiod is just 1, therefore, by the end of the second subperiod at most 1 surplus slot could be assigned. Based on
this observation, we divide the subperiods for \( d^* \) into different
groups using the following policy: let \( \Delta_{min} = \Delta_{H/T_*} \). The
\( \Delta \) s are scanned in an order from \( \Delta_{H/T_*} \) to \( \Delta_1 \). If \( \Delta_1 \geq \Delta_{min} \),
we include \( \Delta_1 \) in the group that \( \Delta_{min} \) belongs to; otherwise
\( \Delta_{min} = \Delta_1 \) and we put \( \Delta_1 \) in a new group (line 4 to line 10 in
Algorithm 2). For the aforementioned example, the \( \Delta \) s for the
subperiods of \( d_1 \) can be divided into the following 2 groups:
(1, 2, 1) and (2, 3, 2, 3, 4, 2). Let \( N_g \) denote the number of
groups and \( Ps[j] \) represent the index of the last subperiod in
the \( j \) th group.

**Lemma 6.** If group \( j \) consumes \( \Delta_{Ps[j]} = \Delta_{Ps[j-1]} \) \((1 \leq j \leq N_g \), and \( \Delta_{Ps[0]} = 0 \) ) surplus slots, the sum of consumed
surplus slots for all the \( N_g \) groups is \( N_g \).

**Proof:** The sum of consumed surplus slots in the \( N_g \) groups
should be \( \Delta_{Ps[1]} + (\Delta_{Ps[2]} - \Delta_{Ps[1]}) + \ldots + \Delta_{Ps[N_g] - 1} - \Delta_{Ps[N_g] - 2} + \Delta_{Ps[N_g]} - \Delta_{Ps[N_g] - 1} = \Delta_{Ps[N_g]} = \Delta_{H/T_*} = N_g \).

**Lemma 7.** The kth group contains at least \( \Delta_{Ps[k]} - \Delta_{Ps[k-1]} \) number of subperiods; Any \( \Delta_{Ps[j]} \) number of
subperiods in the kth group can be used to consume \( \Delta_{Ps[j]} - \Delta_{Ps[j-1]} \) surplus slots, with each one consuming one slot.

**Proof:** The kth group contains at least \( \Delta_{Ps[k]} - \Delta_{Ps[k-1]} \) number of subperiods can be expressed as:

\[
Ps[k] - Ps[k - 1] \geq \Delta_{Ps[k]} - \Delta_{Ps[k-1]}
\]

Based on Eqn.(16), the right part of above inequality can be expressed as:

\[
\Delta_{Ps[k]} - \Delta_{Ps[k-1]} = (Ps[k] - Ps[k - 1]) \left(T^*_{i,j} - \sum_{j=1}^{N} \frac{T^*_{i,x_j}}{T_j} \right) - \min(\bar{x}_i)
\]

Then we have

\[
T^*_{i,j} - \sum_{j=1}^{N} \frac{T^*_{i,x_j}}{T_j} \right) - \min(\bar{x}_i) \leq H \Rightarrow \frac{H}{T_i} \cdot \frac{H}{T_i} - \sum_{j=1}^{N} \left[ \frac{T^*_{i,x_j}}{T_j} \right] - H \cdot \min(\bar{x}_i) \leq \frac{H}{T_i} \Rightarrow \frac{H}{T_i} \cdot \min(\bar{x}_i) - H \cdot \sum_{j=1}^{N} \frac{x_j}{T_j} \leq \frac{H}{T_i} \Rightarrow N_s + H \cdot \sum_{j=1}^{N} \frac{x_j}{T_j} - H \cdot \sum_{j=1}^{N} \frac{x_j}{T_j} \leq \frac{H}{T_i} \Rightarrow N_s \leq \frac{H}{T_i}
\]

Thus, \( Ps[k] - Ps[k - 1] \geq \Delta_{Ps[k]} - \Delta_{Ps[k-1]} \). Moreover,
as the actual usable surplus slots \( \Delta_{Ps[j]} - \Delta_{Ps[j-1]} \) within
one group does not change, any of the \( \Delta_{Ps[k]} - \Delta_{Ps[k-1]} \) subperiods within the group can be used to consume one of
the \( \Delta_{Ps[j]} - \Delta_{Ps[j-1]} \) surplus slots.

Based on Lemma 6 and Lemma 7, we design Algorithm 2 to compute a realizable permutation of \( x'_i \). Once the number of

**Algorithm 2:** Compute a realizable permutation of \( x'_i \)

**Input:** \( H, x[i][m], T_i \)

**Output:** Feasible order of \( x[i][m] \)

1. If \( \exists \min |x[i][m]| \neq |x[i][m]| \) for any \( d \), then
2. Calculate \( N_s \) according to (15);
3. Calculate \( \Delta_{min} \) according to (16);
4. Calculate \( L \) according to (17);
5. For \( l = \frac{H}{T_i} \) to 1 do
6. If \( \Delta_l < \Delta_{min} \) then
7. Ensure \( x'_i \) \( Ps[j] \)
8. Record the position of the last subperiod for the
9. The last subperiod belong to the group \( G_{H/T_*} \):
10. For \( j = 1 \) to \( N_g \) do
11. \( t = \Delta_{Ps[j]} \);
12. For \( k = 1 \) to \( t \) do
13. \( x'_{j,x} \) \( Ps[j] \)
14. \( Ps[j] = -1 \);
15. \( \Delta_{Ps[j+1]} \) \( Ps[j] \);
16. \( \Delta_{Ps[j]} \) \( Ps[j] \);
17. Return right order of \( x'_i \)

slots allocated to each subperiod of each device is determined,
the slot-based transmission scheduling problem can be mapped
to the task scheduling problem on a single processor, where
the number of slots allocated for transmitting a packet corresponds
to the CPU time for executing a task. Earliest Deadline First
(EDF) policy has been proven to be an optimal scheduling algorithm
on preemptive unprocessors in the following sense: if a collection of
independent jobs, each characterized by an
arrival time, an execution requirement and a deadline, can be
scheduled (by any algorithm) in a way that ensures all the jobs
complete by their deadline, EDF will schedule this collection of
jobs so they all complete by their deadline. Hence, the slot-based schedule can be computed using the EDF policy based
on the allocation vector generated by Algorithm 2.

**VI. PERFORMANCE EVALUATION**

In this section, we evaluate our scheme through extensive
simulations in MATLAB. We compare our scheme (denoted as OPT-SLOT) with the Greedy Maximizer algorithm proposed
in [8] in terms of maximizing the reward function and balancing
award among different subperiods within each device. We also
demonstrate the feasibility to provide a guarantee on reward
by adjusting the weight for each device.

A. Comparison with Greedy Maximizer

In our scheme each device repeats the same schedule for
each hyperperiod. Thus the rewards each device receives from
the same subperiod in different hyperperiod are the same.
However, the Greedy Maximizer algorithm maximizes the
system reward from a long-term average perspective, and the rewards each device receives from the same subperiod in different hyperperiod can be different. To make fair comparisons, we perform the simulations as follows: we choose seven network setups with different $N$ and $T_i$, as described in Table II. For each network setup, we perform 1000 simulation runs with different setting on packet loss rate. In each simulation run, the packet loss rate for each link is chosen uniformly from the range of $[0.2, 0.8]$, and remains fixed during the simulation. Each simulation run lasts for 200 hyperperiods. In this set of simulations, the weights for all sensor devices in Eqn. (1) are set to 1, and the minimum reward requirement for each device is set to 0 in the Greedy Maximizer algorithm.

![Fig. 3. Comparison on the expected reward under different network settings.](image)

**TABLE II**

<table>
<thead>
<tr>
<th>Group ID</th>
<th>$N$</th>
<th>$T_i$</th>
<th>Group ID</th>
<th>$N$</th>
<th>$T_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>3</td>
<td>[3, 4, 6]</td>
<td>G5</td>
<td>4</td>
<td>[12, 5, 9, 6]</td>
</tr>
<tr>
<td>G2</td>
<td>3</td>
<td>[5, 7, 8]</td>
<td>G6</td>
<td>5</td>
<td>[6, 9, 12, 10, 8]</td>
</tr>
<tr>
<td>G3</td>
<td>4</td>
<td>[3, 4, 10, 7]</td>
<td>G7</td>
<td>5</td>
<td>[20, 15, 5, 6, 9]</td>
</tr>
<tr>
<td>G4</td>
<td>3</td>
<td>[20, 10, 7]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since the weights for all sensor devices are 1, $R_i$ in Eqn. (1) is equivalent to the expected number of packets received within one hyperperiod, and the maximum reward equals to the total number of packets generated in one hyperperiod. We define the average reward in percentage as the ratio of the average reward in one hyperperiod to the maximum reward. Fig.3 compares the two schemes in terms of the average reward in percentage and its standard deviation in one hyperperiod. It can be seen that our scheme can successfully deliver 48% of the packets in the worst case and 95% of the packets in the best case. Greedy Maximizer delivers around 30% of the packets in most cases, and the performance for different network settings does not change too much. This is because Greedy Maximizer aims at improving performance by meeting the minimal reward requirement for each device instead of maximizing the reward.

In each time slot, the task with the maximum debt on reward requirement for execution, thus leading to variations on the reward in different subperiods. These variations can affect the performance of the industrial systems.

![Fig. 4. Comparison the reward difference in different subperiods.](image)

**B. Impact of the Weight $w_i$ on Performance**

Our scheme provides fairness on reward in different sub-periods of the same device, but does not guarantee fairness among different devices. A device with low packet loss rate can get high probability to be scheduled in our scheme. In many industrial control applications, each sensor device has a minimum requirement on packet delivery rate from itself to the controller. We use $r_i$ to denote the minimum reward that should be obtained by $d_i$ in a subperiod. Let $x_i$ be the minimum number of time slots that should be allocated to $d_i$ in each subperiod to meet the minimum requirement. We have

$$x_i = \left\lfloor \frac{\log(1 - r_i)}{\log p_i} \right\rfloor. \tag{20}$$

For each $d_i$, there are $\frac{H}{T_i}$ packets generated within one hyperperiod. Then the following should be satisfied:

$$x_1 \cdot \frac{H}{T_1} + \cdots + x_N \cdot \frac{H}{T_N} \leq H \tag{21}$$
Bring (20) into (21), we can get

$$\sum_{i=1}^{N} \frac{1}{T_i} \cdot \left[ \frac{\log(1 - r_i)}{\log p_i} \right] \leq 1. \tag{22}$$

The above inequality enables to check the feasibility to meet the minimum requirements for a given network setting. Once the above inequality is satisfied, we can perform scheduling to meet the minimum requirements in the following two ways: (1) similar to the work in [3], the slots allocated to a packet is composed of two parts: the mandatory part (i.e. \( x_i \)) and the optional part. The mandatory part is firstly allocated to satisfy the minimum requirements, and then the optional part is allocated using our approach; (2) adjust the weight assigned to each device to meet the minimum requirements. As the first approach is straightforward, in the following we use an example to illustrate the second approach.

Fig. 5 shows the expected number of packets received by each device in a subperiod, where \( N = 3 \), \([T_1, T_2, T_3] = [3, 4, 5]\) and \([p_1, p_2, p_3] = [0.6, 0.8, 0.7]\). When all three devices have the same weight \((w_1 = [0.33, 0.33, 0.33])\), \(d_1\) has the maximum number of received packets in each subperiod. However, \(d_2\) does not get any allocated slots due to its high loss probability. By changing the weight to \(w_1 = [0.25, 0.5, 0.25]\), \(d_2\) gets more slots to be assigned and consequently the expected number of received packets in one subperiod is increased to 5.4, and the total expected number of packets received by the controller is 16.4. Even though the maximum reward decreases a little bit, all three devices have chance to deliver their packets to the controller. By carefully adjusting the weights, it is possible to construct a schedule that achieves the minimum requirement for each device. However, here we will not study the optimal solution for weight adjustment to meet the minimum requirement, which is left for future work.

Fig. 5. Comparison of the expected number of packets received by each device in every subperiod under different settings of the weights.

VII. CONCLUSIONS

This paper investigates the problem of scheduling delay-constrained traffic in networks with unreliable wireless links. This category of problems is normally NP-hard especially when the traffic pattern is heterogeneous. We propose a two-stage scheduling approach in which slots are optimally allocated to subperiods of each device first to maximize the reward, and then the transmission schedule is constructed using slot-based scheduling. Even though the objective function is a nonlinear function of the number of slots allocated to each subperiod, which is commonly NP-hard to optimize, we propose algorithms with polynomial-time complexity to compute the optimal solution. Simulation results demonstrate that our scheme can yield much higher packet delivery rate than existing schemes. Moreover, our scheme ensures the fairness on reward for different subperiods of a device, which is important for maintaining the stability of control systems. Also we demonstrate that the reward for different devices can be controlled by adjusting the weights assigned to the devices to meet the minimal reward requirement for each device. Future work includes the analysis of the relationship between the weights and the minimal requirements on rewards.
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