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Abstract—COUNT is a typical aggregation operation in Wireless Sensor Networks (WSNs). In such an operation, the total number of the items which are of the same kind is obtained and only one numerical value is returned as the result. This paper identifies the multiple count problem which counts items belonging to multiple categories. For each category, the total number of the items belonging to this category is calculated. Therefore, the returned result is a set of values instead of a single value. The multiple count problem is more challenging than the traditional count problem as the former incurs more communication overhead. This paper proposes a distributed approximate multiple count algorithm which can derive an error bounded result under a specified communication cost constraint for each node. The error of the derived result is \( \frac{\epsilon}{hN} \), where \( h \) is the depth of the routing tree, \( N \) is the total number of all the items belonging to all the categories, and \( L \) is a representation of the communication cost constraint for each node. Furthermore, the weighted multiple count problem is investigated where different kinds of items to be counted have different weights. The proposed algorithms are evaluated through TOSSIM, a widely used simulation tool for WSNs. The theoretical analysis and simulation results both demonstrate the correctness and effectiveness of the proposed algorithms.

I. INTRODUCTION

COUNT is a typical aggregation operation and has received much attention in Wireless Sensor Networks (WSNs) [1], [2]. In such an operation, the total number of the items which are of the same kind is obtained and only one numerical value is returned as the result. In this paper, we investigate the multiple count problem. It differs from the traditional count problem by counting items belonging to multiple categories. For each category, the total number of the items belonging to this category is calculated. Therefore, the returned result should be a set of values instead of a single value. The multiple count problem is involved in many applications. For example, in logistics monitoring systems, the numbers of different goods are desired to capture the sales status; in traffic monitoring systems, the numbers of different vehicles are needed to know the traffic conditions and analyze the automobile exhaust emissions; in wild animal monitoring systems, the numbers of different animals are required to understand the habits of the animals, observe the distribution of different animals, or analyze how the environment changes affect the animals’ living conditions; and in war field monitoring systems, the numbers of different armed forces, such as tanks, vehicles and soldiers, are valuable information for making battle plans.

For a traditional count problem, the users specify a kind of items or an attribute to be counted, then the network aggregates the count result from all the sensor nodes and sends the single-value result back to the users. Usually, the counting process is carried out based on a routing tree. The counting process starts from the leaf nodes, each of which sends the detected count value to its parent. After a node receives the count values from all its children, it adds in its own count value and sends the sum to its parent. The base station eventually receives the final count result at the end of such a bottom-up aggregation process. As long as the collected information is correct and the communication links are reliable, the users can derive an accurate result, and the communication cost is little. To process a traditional count query, every node only needs to send one packet.

Different from the traditional count problem, the multiple count problem may result in large communication overhead as it involves many kinds of items to be counted rather than just one kind of items. Because the length of a packet is limited in WSNs, a node has to employ many packets to completely cover an entire count result so as to meet the packet length constraint. For instance, Telosb or Micaz motes can send a packet of 28 bytes at a time in default settings. Thus, a packet can only contain a few items’ count information. An extreme example of the multiple count problem is whole-network data collection, where every node needs to send raw data to the base station. In this case multiple count incurs a large communication cost. In addition, the nodes near the base station undertake more traffic load, which results in unbalanced energy consumptions of nodes and reduced network lifetime.

As communication dominates the energy cost in WSNs where energy supply is limited, an energy-efficient way to process a multiple count query in WSNs is expected. This paper proposes a distributed approximate multiple count algorithm which can derive an error bounded result under a specified communication cost constraint for each node.

In the multiple count problem, different kinds of items may have different weights. For example, in logistics monitoring
systems, the prices of different goods are different; and in traffic monitoring systems, the exhaust emissions of different kinds of vehicles are different. In the weighted multiple count problem where different kinds of items have different weights, our algorithm can also obtain an error bounded result under the communication cost constraint.

The contributions of this paper are as follows.
- To the best of our knowledge, this is the first work to study the multiple count problem in WSNs.
- Given a routing tree and a communication cost constraint \( L \) for each node, a distributed approximate algorithm is proposed which can derive a result with error \( \frac{hN}{L} \), where \( h \) is the depth of the routing tree and \( N \) is the total number of all the items belonging to all the categories.
- The weighted multiple count problem is also studied in this paper. In this problem, different kinds of items to be counted have different weights. The weighted multiple count problem can be solved with a modified version of the above mentioned algorithm. The error of this algorithm can also be bounded while satisfying the communication cost constraint.
- Extensive simulations were conducted to validate the correctness and effectiveness of the proposed algorithms.

The rest of this paper is organized as follows. Section II reviews the related works. Section III formally defines the multiple count problem. The proposed algorithm is introduced in Section IV and the corresponding approximation ratio is also analyzed. Section V investigates the weighted multiple count problem. The performance evaluation results are presented in Section VI and Section VII concludes this paper.

II. RELATED WORKS

Data aggregation has been widely studied in WSNs [1], [2], [3], [4]. The operations of data aggregation include MAX, MIN, SUM, AVERAGE, QUARTILE, COUNT, et al. The algorithms for data aggregation can be categorized into centralized algorithms and distributed algorithms. The centralized algorithms usually induce higher communication cost, and they may not be suitable for many applications in WSNs. Therefore, more effort has been spent on distributed algorithms. The distributed algorithms include cluster based algorithms, multi-path based algorithms [5], [6], [7] and collection tree based algorithms [8], LEACH [9] and COUGAR [10], [11] are two Cluster based algorithms; Synopsis Diffusion [12] is a multi-path based algorithm; TAG [13], Directed Diffusion [14], PEGASIS [15], DB-MAC [16] and EADAT [17] are collection tree based algorithms. Collection tree based algorithms are most widely used as routing trees are easy to construct and maintain. The algorithm proposed in this paper is also a collection tree based algorithm.

The methods for the COUNT operation currently include sampling based methods [18], [19], compress sensing based methods [20], Monte Carlo based methods [21] and statistics based methods [22], [23]. The detection techniques used for different objectives may be different. For example, it may use video process techniques to count the number of cars in traffic monitoring systems [24]; it may use voice recognition techniques to count the number of birds in wild bird monitoring systems [25]; and it may use ultrasonic techniques to count the number of moving objects [26]. However, all these methods are designed for the traditional count problem where communication cost may not be a primary concern, because each sensor node only needs to send one packet to its parent in the collection tree. This paper studies the multiple count problem in WSNs.

The multiple count problem is similar to the frequency count problem in the data stream area. For example, data stream processing may need to count many different kinds of items [27]; sliding window processing may also need to count many different kinds of items [28]. However, these problems are different from the multiple count problem in WSNs identified in this paper. Data stream processing and sliding window processing are always carried out in centralized systems. They do not have to consider the energy consumption issue. Nevertheless, the multiple count problem in WSNs needs to satisfy the communication cost constraint. This paper proposes a distributed approximate multiple count algorithm which can derive an error bounded result under a specified communication cost constraint for each node.

III. PROBLEM DEFINITION

Collection tree based algorithms are most widely employed for data aggregation applications in WSNs. The algorithm proposed in this paper is also a collection tree based algorithm. In a collection tree, each node aggregates the data received from its children, and then sends the aggregated result to its parent. Data is aggregated layer by layer until reaching the base station. Following are some definitions.

**Definition 1.** An item count is denoted as \([a_i, c_i]\), where \(a_i\) denotes a kind of items or an attribute, and \(c_i\) denotes the count of \(a_i\).

**Definition 2.** The communication constraint \(P\) means each node can send at most \(P\) packets.

Assume each packet can carry \(\lambda\) item counts, then each node can send \(\lambda P\) item counts at most under the communication constraint. Let the item data received by node \(v\) be \([a_1, c_1], [a_2, c_2], \ldots, [a_m, c_m]\). If \(m > \lambda P\), then \(v\) has to discard some item counts so as to satisfy the communication constraint. This means that error occurs when the communication cost for each node is limited.

Fortunately, the users can tolerate a certain degree of error in many applications. For example, in traffic monitoring systems, because of the complexity of the traffic condition, it is not very easy to count the numbers of different kinds of cars accurately. However, a rough count result is acceptable to roughly describe the traffic condition or the periodical change of the traffic condition. In battlefield monitoring systems, as another example, because of the complexity of the battlefield environment, it is not easy to count the exact numbers of soldiers and vehicles. However, a rough count result is acceptable to approximately describe the deployment of enemy.
Definition 3. Given a routing tree and a communication constraint \(P\), the approximate multiple count problem is to find a count aggregation result of a number of items of different kinds, so that the error for each kind of items is minimized, i.e. \(\min \{c-\hat{c}\}\), where \(\hat{c}\) is the aggregation result, and \(c\) is the real value.

IV. ERROR BOUNDED APPROXIMATION ALGORITHM

An error bounded approximation algorithm is proposed in this section to solve the multiple count problem. It is a tree-based algorithm, which aggregates item counts via an aggregation tree. There are many tree construction methods, any of which can be adopted.

Given an aggregation tree, our algorithm aggregates item counts from the leaf nodes to the base station. Before presenting our algorithm, the definition of block is given first.

For convenience, let \(L = \frac{|B|}{\lambda P}\), which will be frequently used in our algorithm and performance analysis later.

Definition 4. A block is a set of item counts and the block size is no more than \(L\).

The block size is the total number of the items in the block. For example, let a block be \(B = \{[a_1, c_1], [a_2, c_2], \ldots, [a_m, c_m]\}\), then \(\sum_{i=1}^{m} c_i \leq L\).

Definition 5. A complete block is a set of item counts and the block size is exactly \(L\).

Definition 6. An incomplete block is a set of item counts and the block size is less than \(L\).

A complete block or an incomplete block is also a block. Let a complete block be \(B = \{[a_1, c_1], [a_2, c_2], \ldots, [a_m, c_m]\}\), then \(\sum_{i=1}^{m} c_i = L\). Let \(B\) be an incomplete block, then \(\sum_{i=1}^{m} c_i < L\).

The count data received by a node can be divided into multiple complete blocks and at most one incomplete block. Let us take Fig.1 as an example. Suppose \(L = 5\) and the count data is \(D = \{[a_1, 4], [a_2, 3], [a_3, 2], [a_4, 1], [a_5, 1], [a_6, 1]\}\), then \(D\) can be divided into two complete blocks \(B_1 = \{[a_1, 4], [a_2, 1]\}\) and \(B_2 = \{[a_2, 2], [a_3, 2], [a_4, 1]\}\), and an incomplete block \(B_x = \{[a_5, 1], [a_6, 1]\}\).

Algorithm 1: \textsc{DivideRemove}(\(D\))

Input: \(D = \{[a_1, c_1], [a_2, c_2], \ldots, [a_n, c_n]\}\)

Output: \((B_r, k, B_x)\)

1: \(k = \frac{\sum_{i=1}^{n} c_i}{L}\); \(c = \left\lfloor \frac{\sum_{i=1}^{n} c_i}{L} \right\rfloor\); \(B_r = \emptyset; B_x = \emptyset; i = n;\)
2: for \(i = n\) to 1 do
3:     \(\text{if } c - c_i > 0\) then
4:         \(B_x = B_x \cup [a_i, c_i];\)
5:         \(c = c - c_i;\)
6:     else
7:         \(B_r = B_r \cup [a_i, c_i];\)
8:     end
9:     \(c_i = c_i - c;\)
10: \(\text{break};\)
11: for \(i = i\) to 1 do
12:     \(\text{if } c_i \geq k\) then
13:         \(B_r = B_r \cup [a_i, c_i];\)
14:     \(\text{end}\)
15: return \((B_r, k, B_x)\);

Theorem 1. Let the set of item counts in the complete blocks after the removing process be \(B_r\), then the number of different kinds of items in \(B_r\) is less than \(L\), i.e. \(|B_r| \leq L\).

Proof: Those items whose counts are less than \(k\) are removed from the complete blocks. Therefore, the counts of the remaining items are all larger than \(k\). Because \(k = \left\lfloor \frac{\sum_{i=1}^{n} c_i}{L} \right\rfloor\), the total count of all the items of all the complete blocks is no more than \(kL\). Therefore, \(|B_r| \leq \frac{kL}{L} = L\).

Theorem 1 shows that there are at most \(L\) different kinds of items in \(B_r\), i.e. \(|B_r| \leq L\). Let the set of items in the incomplete block be \(B_x\), it is obvious that there are at most \(L\) different kinds of items in \(B_x\), i.e. \(|B_x| \leq L\). Therefore, the number of different kinds of items in \(B_r\) and \(B_x\) is less than \(2L\).
B. Processing received count data

Two operations Merge and Remove are introduced before processing the received count data. As shown in Algorithm 2, the Merge operation merges the same items in two data sets. Algorithm 3 removes those items whose counts are less than \( k \) from \( D \).

**Algorithm 2: Merge \((S_1, S_2)\)**

Input: Two count sets \( S_1 \) and \( S_2 \).
Output: The merged result.
1: for \([a_i, c_i]\) in \( S_1 \) do
2: for \([a_j, c_j]\) in \( S_2 \) do
3: if \( a_i = a_j \) then
4: \( c_i = c_i + c_j \);
5: \( S_2 = S_2 - [a_j, c_j] \);
6: return \( S_1 \cup S_2 \);

**Algorithm 3: Remove \((D, k)\)**

Input: \( D = \{ [a_1, c_1], [a_2, c_2], \ldots, [a_n, c_n] \} \)
Output: The items whose counts are no less than \( k \).
1: for \( i = n \) to 1 do
2: if \( c_i < k \) then
3: \( D = D - [a_i, c_i] \);
4: return \( D \);

The aggregation starts from the leaf nodes of the tree. The leaf nodes process the count data detected by themselves and send the results to their parents. The parents aggregate the data detected by themselves and received from their children, and then send the aggregation result to their parents. Let a processed result of the data detected by a parent be \( (B_r, k, B_x) \), and the data it receives from its children be \( (B_r', k', B_x') \). Then the parent aggregates the data in two steps. First, as shown in lines 1-2 in Algorithm 4, the parent merges the two sets \( B_x \) and \( B_x' \) of the items from the uncomplete blocks, and processes the merged set using Algorithm 1. Let the processing result be \( (B_x'', k'', B_x''') \). Second, it merges the three sets \( B_r \), \( B_x'' \) and \( B_x''' \), and removes the items whose counts are less than \( k + k' + k'' \), as shown in lines 3-8 in Algorithm 4.

Algorithm 4 is executed every time when a parent receives data from its children. When the parent aggregates the data from all its children, it sends the aggregation result to its parent, and its parent also runs Algorithm 4 when receives this result.

**Algorithm 4: Aggregate \((B_r', k', B_x')\)**

Input: Processed result \( (B_r, k, B_x) \) of the parent, processed result \( (B_r', k', B_x') \) received from a child.
Output: Aggregation result.
1: \( D = \text{Merge}(B_r, B_x') \);
2: \( (B_r'', k'', B_x''') = \text{DivideRemove}(D) \);
3: \( B_r = \text{Merge}(B_r, B_r') \);
4: \( B_r = \text{Merge}(B_r, B_r'') \);
5: \( B_r = \text{Remove}(B_r, k + k' + k'') \);
6: \( k = k + k' + k'' \);
7: \( B_x = B_x''' \);
8: \( (B_r, k, B_x) \) is the aggregation result.

**Theorem 2.** The count error of every kind of item satisfies \( c \leq \hat{c} + \frac{hN}{L} \), where \( c \) is the real count, \( \hat{c} \) is the aggregation result, \( h \) is the depth of the given tree, and \( N \) is the total number of all the kinds of items, i.e. \( N = \sum c_i \).

**Proof:** The theorem is proved by induction. Assume the depth of the tree is 1 (i.e. there is only one node in the tree). It is obvious that the error is less than \( \frac{hN}{L} \) when the depth of the tree is \( h \).

We now prove the count error of every kind of items is less than \( \frac{hN}{L} \) when the depth of the tree is \( h + 1 \) as follows.

Assume the root has \( m \) children \( v_1, v_2, \ldots, v_m \). Let the subtrees rooted at these children be \( T_1, T_2, \ldots, T_m \). Let the depth of these subtrees be \( h_1, h_2, \ldots, h_m \) (\( h_i \leq h, i = 1, 2, \ldots, m \)). Suppose \( N_1, N_2, \ldots, N_m \) are the total numbers of all the kinds of items in these subtrees. For simplicity, assume the root does not detect any data, thus we have \( N = \sum_{i=1}^{m} N_i \). Then the count errors of every kind of items in these subtrees are less than \( \frac{h_1 N_1}{L}, \frac{h_2 N_2}{L}, \ldots, \frac{h_m N_m}{L} \) respectively. Without loss of generality, we consider the aggregation of a kind of items \( a \). The count of \( a \) aggregated in these subtrees is at most \( C = \sum_{i=1}^{m} \frac{h_i N_i}{L} \) less than the actual count according to the inductive assumption. There are two cases when aggregating the count of \( a \).

1) If \( a \) does not appear in the aggregation result, then the aggregation count of \( a \) received from \( v_1, v_2, \ldots, v_m \) must be less than \( \sum_{i=1}^{m} \frac{N_i}{L} \). In this situation, the count of \( a \) aggregated at the root is at most \( \sum_{i=1}^{m} \frac{N_i}{L} \) less. Therefore, the count of \( a \) aggregated in the tree may be \( C + \sum_{i=1}^{m} \frac{N_i}{L} = \sum_{i=1}^{m} \frac{(h_i+1)N_i}{L} \leq \frac{(h+1)N}{L} \) less than the actual count.

2) If \( a \) appears in the aggregation result, then the aggregation count of \( a \) received from \( v_1, v_2, \ldots, v_m \) must be more than \( \sum_{i=2}^{m} \frac{N_i}{L} \). However, the count of \( a \) may be received from only one child, while the counts of \( a \) in other children are removed. Without loss of generality, let the child not removing the count of \( a \) be \( v_1 \), then the counts of \( a \) in other children are less than \( \frac{h_2 N_2}{L}, \frac{h_3 N_3}{L}, \ldots, \frac{h_m N_m}{L} \) respectively. In this situation, the count of \( a \) aggregated at the root is at most \( \sum_{i=2}^{m} \frac{N_i}{L} \) less than the actual count. Therefore, the count of \( a \) aggregated in the tree is at most \( C + \sum_{i=2}^{m} \frac{N_i}{L} = \sum_{i=2}^{m} \frac{h_i N_i}{L} + \sum_{i=2}^{m} \frac{N_i}{L} \leq \frac{(h+1)N}{L} \) less than the actual count.

Thus, the theorem is proved.

It is easy to get the following corollaries from Theorem 2.

**Corollary 1.** The count error of every kind of items appearing in the aggregation result satisfies \( c \leq \hat{c} + \frac{hN}{L} \).

**Corollary 2.** The count of every kind of items not appearing in the aggregation result is less than \( \frac{hN}{L} \).

**Theorem 3.** In an aggregation process, every node satisfies the communication constraint, i.e. every node can send at most \( P \) packets.

**Proof:** The data every node sends is \( (B_r, k, B_x) \), where \( |B_r| \leq L \) and \( |B_x| \leq L \). Therefore, the number of different kinds of items every node sends is at most \( |B_r| + |B_x| + 1 \leq 2L + 1 \).
2L + 1, which requires at most \( \frac{2L+1}{\lambda} = P \) packets.

Theorem 3 shows that the number of packets a node sends is at most \( P \). Therefore, the communication cost of each node is limited. The communication cost constraint can improve the lifetime of a sensor node, meanwhile, it can also alleviate the unbalance problem in an aggregation process so as to improve network lifetime.

Because memory is limited in a resource constrained sensor node, efficient methods are also required to reduce the memory usage. As shown in Theorem 4, our algorithm provides a solution whose memory usage is limited.

**Theorem 4.** In an aggregation process, the memory size required by every node is \( O(L) \).

The primary memory usage is the space to cache \((B_r,k,B_e)\). Similar to the communication cost analysis, the memory usage of each node is \( O(L) \).

V. **Weighted Frequency Count Problem**

In many systems, the importance of different kinds of items are different. In these systems, different kinds of items have different weights. This section discusses the weighted multiple count problem.

**Definition 7.** Given an aggregation tree, a communication constraint \( P \), and a weight \( p_i \) for each kind of item \( a_i \), the weighted multiple count problem is to find a count aggregation result of a number of kinds of items, so that the weighted error for each kind of items is minimized, i.e. \( \min \{ p_i c_i - p_i \hat{c}_i \} \), where \( \hat{c}_i \) is the aggregation result and \( c_i \) is the real value.

The weighted multiple count problem can be solved by a slight modification of Algorithm 4. In the non-weighted multiple count problem, an item count is denoted as \( [a_i,c_i] \). In the weighted version, we only need to treat an item count as \( [a_i,p_i,c_i] \), then the weighted multiple count problem is the same as the non-weighted one. Algorithm 4 can return the result so that the weighted error satisfies \( | p_i c_i - p_i \hat{c}_i | \leq \frac{hN}{L} \), where \( \hat{c}_i \) is the aggregation result, \( c_i \) is the real value, \( h \) is the depth of the tree, \( N \) is the total weighted count of all kinds of items, i.e. \( N = \sum p_i c_i \). The algorithm satisfies the communication cost constraint, and it can also guarantee that the memory usage is \( O(L) \).

VI. **Performance Evaluation**

The simulations are conducted on TOSSIM, which is widely used for WSN simulations. A program running on TOSSIM can be easily implemented on real test-beds. The network is generated by deploying the nodes into a 1000 × 1000 area. The communication distance is set to 80. We use two test datasets to evaluate the performance of our algorithm. The first dataset is the carbon dioxide emissions in the world from 2008 [29], and the second is the traffic count information from UK in 2000-2009 [30]. We use the first dataset to evaluate the performance of the unweighted multiple count problem while the second dataset to test the effectiveness of the weighted multiple count problem.

A. Evaluation with the carbon dioxide emission dataset

This dataset is employed to evaluate the performance of the unweighted multiple count problem. The dataset includes carbon dioxide emissions of 216 countries. The carbon dioxide emissions are uniformly and randomly distributed to the nodes in the network. Note that the carbon dioxide emissions of one country may be distributed into multiple nodes. The simulations with different settings of \( L \) and different aggregation trees are conducted to demonstrate the effectiveness and efficiency of our algorithm.

1) Impact of \( L \): This group of simulations study the impact of \( L \) on count error, communication cost and memory usage. In this group of simulations, the number of nodes in the network is 400. The aggregation tree is a BFS tree rooted at the base station. \( L \) is set to 50, 100, 150, 200 respectively.

Fig.2 illustrates the relative error of carbon dioxide emissions for different \( L \) settings. In this group of simulations, the depth of the constructed aggregation tree is \( h = 19 \). The relative error is defined as \( \frac{c - \hat{c}}{N} \), where \( c \) is the real value, \( \hat{c} \) is the aggregation count, and \( N \) is the total carbon dioxide emissions of all the countries. As shown in Fig.2, the relative error decreases as \( L \) increases. This is because more counts can be kept in the packets as \( L \) increases, thus, fewer counts are dropped in the aggregation process. In Fig.2, the white bars are the relative errors of carbon dioxide emissions of China, and the black bars are the relative errors of carbon dioxide emissions of USA. As \( L \) increases, both the relative errors of carbon dioxide emissions of China and USA decrease. The blue bars are the maximum relative error of carbon dioxide emissions among all the countries. Fig.2 shows that the maximum error is far less than the upper bound \( \frac{h}{L} \).

Fig.3 demonstrates the data amount a node transmits. The data amount in this group of simulations is the number of item counts a node sends plus one, i.e. the number of items in \( B_r \) and \( B_e \), and an additional number \( k \). By Theorem 3, the data amount a node sends is at most \( 2L + 1 \). However, in our simulations, the data amount a node sends is much far less than the upper bound. As \( L \) increases, the difference between the upper bound and the actual data amount is more significant. In Fig.3, the gray bars are the upper bound \( 2L + 1 \), the white bars
are the maximum data amount a node sends, and the black bars are the average data amount a node sends. As can be seen in Fig. 3, the maximum data amount and the average data amount a node sends vary slightly as $L$ increases. In some cases, the data amount a node sends even decreases as $L$ increases. For example, as shown in Fig. 3, when $L$ increases from 150 to 200 the maximum data amount a node sends slightly decreases. Applications can take full advantage of this observation. The communication cost can be sharply reduced by loading item counts into fewer packets.

The next group of simulations is to evaluate how $L$ affects the memory usage of every node. In the aggregation process, every node needs to store the information of $(B_r, k, B_x)$. The memory usage is bounded by Theorem 4. In Fig. 4, the white bars are the maximum memory usage, and the black bars are the average memory usage. In order to simplify programming, the memory is statically allocated rather than dynamically allocated in our simulations. Thus, the memory usage is the actual memory that is used within the statically allocated memory. One can use the dynamic allocation component to improve the memory usage. The memory usage of a node includes the memory used to store $(B_r, k, B_x)$ of it is own counted data, the buffer used to cache $(B'_r, k', B'_x)$ received from the children, and the buffer used to merge two item sets. In Fig. 4, the average memory usage shows a good performance. It does not vary much as $L$ increases. This observation indicates that the number of item counts that most nodes send is limited. The nodes near the base station receive more item counts, therefore, the memory usage of these nodes is larger than others. The node which uses the maximum memory is always the base station in our simulations. The maximum memory usage increases as $L$ increases.

2) Impact of the depth of tree: The next sets of simulations evaluate the impact of the depth of the aggregation tree on the count error, communication cost and memory usage. In these sets of simulations, $L$ is set to 200, and the number of nodes in the network is 400. The trees with different depths are constructed by selecting different nodes as the base station in the same network. The depths of the constructed trees are 16, 19, 22 and 25 respectively.

Fig. 5 presents the count error for different $h$ settings. The relative error is defined as $\frac{c-\hat{c}}{N}$, where $c$ is the real value, $\hat{c}$ is the aggregation count, and $N$ is the total carbon dioxide emissions of all the countries. Theorem 2 indicates that the error bound is proportional to $h$. However, the count error in our simulations is far less than the upper bound, and it seems to have no relation with $h$. In Fig. 5, the white bars are the relative errors of carbon dioxide emissions of China, the black bars are the relative errors of carbon dioxide emissions of USA, and the blue bars are the maximum relative error of carbon dioxide emissions among all the countries. Fig. 5 shows that count error stays in a low level.

Fig. 6: Data amount for different $h$ settings.
Fig. 6 shows the data amount a node transmits for different $h$ settings. The data amount in this group of simulations is the number of item counts in $B_r$ and $B_x$ plus one. In our simulations, the data amount a node sends is far less than the upper bound $2L + 1$. In Fig. 6, the gray bars are the upper bound $2L + 1$, the white bars are the maximum data amount a node sends, and the black bars are the average data amount a node sends. As can be observed from Fig. 6, both the maximum data amount and the average data amount a node sends vary slightly as $h$ increases. Applications can reduce communication cost by loading item counts into fewer packets.

Fig. 7: Memory usage for different $h$ settings.

Fig. 7 presents the memory usage for different $h$ settings. The white bars in Fig. 7 are the maximum memory usage, and the black bars are the average memory usage. The memory usage of a node includes the memory used to store $(B_r, k, B_x)$ of its own counted data, the buffer used to cache $(B'_r, k', B'_x)$ received from the children, and the buffer used to merge two item sets. In Fig. 7, the average memory usage shows a good performance, which stays in a low level. This observation indicates that the number of item counts that most nodes send is limited. The nodes near the base station receive more item counts, therefore, the memory usage of these nodes is larger than others. The node which uses the maximum memory is always the base station in our simulations. The maximum memory usage decreases as $h$ increases. This is because as $h$ increases, the aggregation is processed in more layers. Thus, the number of children of a parent is reduced. The memory used to aggregate fewer children’s results is probably less than that to aggregate more children’s results.

B. Evaluation with the traffic count dataset

This dataset is adopted to evaluate the effectiveness of the weighted multiple count problem. The dataset records the traffic counts of different kinds of vehicles in different roads from UK in 2000–2009. Different kinds of vehicles includes cars, taxis, motorcycles, buses, coaches, light vans and heavy goods vehicles with two axles, three axles, four or more axles and so on. The traffic counts are randomly and uniformly distributed to the nodes in network. We assign a random weight within $(0, 1]$ to each kind of vehicle of each city. The result will return a set of traffic counts of different kinds of vehicles of a number of cities. Because the results are similar with the unweighted multiple count problem which is evaluated with the carbon dioxide emission dataset, we only evaluate the impact of $L$ on count error, communication cost and memory usage. In this group of simulations, the number of nodes in the network is 1000. The aggregation tree is a BFS tree rooted at the base station. The depth of the tree is 19.

Fig. 8 illustrates the relative error of traffic counts for different $L$ settings. The relative error is defined as $\frac{pc - \hat{c}}{N}$, where $p$ is the weight, $c$ is the real value, $\hat{c}$ is the aggregation count, and $N = \sum p_i c_i$ is the total traffic counts of all kinds of vehicles. As shown in Fig. 8, the relative error decreases as $L$ increases. The white bars are the error bound and the black bars are the maximum relative error of traffic counts. Fig. 8 shows that the maximum error is far lower than $\frac{h}{L}$.

Fig. 8: Relative error for different $L$ settings.

Fig. 9 demonstrates the data amount a node transmits. The data amount in this group of simulations is the number of item counts a node sends plus one. By Theorem 3, the data amount a node sends is at most $2L + 1$. However, in our simulations, the data amount a node sends is less than the upper bound. In Fig. 9, the white bars are the upper bound $2L + 1$, the gray bars are the maximum data amount a node sends, and the black bars are the average data amount a node sends. As can be seen in Fig. 9, the maximum data amount and the average data amount
a node sends vary slightly as $L$ increases. It can be found that most of the nodes only need to send a little amount of data. The base station is always the node that sends the maximum amount of data.

The next group of simulations is to evaluate how $L$ affects the memory usage of every node. The memory usage is bounded by Theorem 4. In Fig.10, the white bars are the maximum memory usage, and the black bars are the average memory usage. Again, the memory is statically allocated rather than dynamically allocated in our simulations. Thus, the memory usage is the actual memory that is used within the statically allocated memory. The memory usage of a node includes the memory used to store $(B_r, k, B_x)$ of it is own counted data, the buffer used to cache $(B'_r, k', B'_x)$ received from the children, and the buffer used to merge two item sets. In Fig.10, the average memory usage is little. This observation indicates that the number of item counts that most nodes send is limited. The nodes near the base station receive more item counts, therefore, the memory usage of these nodes is larger than others. The node which uses the maximum memory is always the base station in our simulations.

VII. CONCLUSION

This paper studies the multiple count problem in wireless sensor networks. Because the count aggregation of many kinds of items increases traffic load and results in load unbalance in a network, an approximation count algorithm aiming at reducing the count error while satisfying the communication cost constraint is proposed in this paper. The error bound of our algorithm is $\frac{L}{N}$, where $h$ is the depth of the constructed aggregation tree, $N$ is the total count of all kinds of items, and $L$ is a representation of the communication cost constraint. We also prove that the communication cost and the memory usage of our algorithm can also be bounded. We show that the proposed algorithm can also be used to solve the weighted multiple count problem where each kind of item has a weight. Extensive simulations are conducted to evaluate the performance of our algorithm. The simulations consider the impact of communication constraint $L$, the depth of the tree $h$ and the network scale. The simulation results show that both the error and the communication cost are much lower than the upper bounds. The maximum memory usage is bounded in our analysis, and the average memory usage of our algorithm stays in a low level.
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