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Abstract—The MapReduce/Hadoop architecture has become very important and effective in cloud systems because many data-intensive applications are usually required to process big data. In such environments, big data is partitioned and stored over several data nodes; thus, the total completion time of a task would be delayed if the maximum access latency among all pairs of a data node and its assigned computation node is not bounded. Moreover, the computation nodes usually need to communicate with each other for aggregating the computation results; therefore, the maximum access latency among all pairs of assigned computation nodes also needs to be bounded. In the literature, it has been proved that the placement problem of computation nodes (virtual machines) to minimize the maximum access latency among all pairs of a data node and its assigned computation node and among all pairs of assigned computation nodes does not admit any approximation algorithm with a factor smaller than two, whereas no approximation algorithms have been proposed so far. In this paper, we first propose a 3-approximation algorithm for resolving the problem. Subsequently, we close the gap by proposing a 2-approximation algorithm, that is, an optimal approximation algorithm, for resolving the problem in the price of higher time complexity. Finally, we conduct simulations for evaluating the performance of our algorithms.

I. INTRODUCTION

As data-intensive applications are increasingly moving to cloud systems, big data processing is becoming an important concern [1], [2]. In cloud systems, the processing framework of MapReduce/Hadoop [3], [4] is a very effective and appropriate method for executing these applications. In the MapReduce/Hadoop framework, big data is partitioned and stored over several data nodes in a cloud system. When a computation is requested, it is partitioned over several computation nodes to process the big data stored in several data nodes. Running parallel computations can significantly reduce the total completion time of a task. In an ideal environment, all the load-balanced tasks access and process the data locally (e.g., in the same rack/machine) and the performance is not degraded by unbalanced load, communication overhead, and access latency. However, this is impossible in the real world due to capability and capacity limitations of the heterogeneous nodes, considerable growth in computation and storage needs, etc. Therefore, the manner in which the problems of cloud systems should be addressed is attracting considerable attention.

When tasks and data are spread over numerous nodes, the completion time of slow progressing tasks becomes a performance bottleneck for big data processing applications. The completion time of a task could be delayed by unbalanced loaded machines/tasks, slow processors, network congestion, etc.; therefore, there are several different ways of dealing with the problem. Some previous works focus on balancing the load of each task [3], whereas others refer to job scheduling (i.e., delay the job until suitable resources are released) [5] and detecting the slower tasks and executing speculative tasks (which is a copy of the tasks) simultaneously to obtain the first return result [3], [6].

The placement of computation nodes\(^1\) to achieve a smaller access latency between the computation node and its responsible data node is addressed in [2]. In a cloud system, an efficient placement algorithm for computation nodes does not only reduce the access latency but also reduce bandwidth consumption. This is because the smaller latency between two nodes usually indicates the fewer passed switches [7]. Moreover, in many applications, the computation nodes also need to communicate with each other. For example, in MapReduce, the computation results need to be aggregated. In [2], the placement problem of computation nodes to minimize the maximum access latency among all pairs of a computation node and its responsible data node and all pairs of computation nodes is introduced; meanwhile, the problem is shown to be NP-hard and not to admit any approximation unless NP = P; even if the access latency satisfies the triangle inequality\(^2\), the

---

\(^1\)In a cloud system, the computations are moved closer to the data node instead of the data being moved to the computation node because moving big data could cause serious network congestion and long computation delay [1].

\(^2\)Usually, the access latency between two nodes in a network is dominated by the number of switches between the two nodes [7]–[10]. In many network architectures inside a data center, such as Tree, VL2, and Fat-Tree [7], the number of switches obeys the triangle inequality. Thus, it is reasonable to assume that the access latency satisfies the triangle inequality inside a data center [2], [11].
problem is still NP-hard and does not admit any approximation with a factor smaller than two unless \( \text{NP} = \text{P} \). Thus far, given that the access latency satisfies the triangle inequality, no approximation algorithm has been proposed for the problem in the literature, thereby providing the motivation for this paper. For the problem, assuming that the access latency satisfies the triangle inequality, we initially propose a 3-approximation algorithm, and subsequently propose a 2-approximation algorithm, that is, an optimal approximation algorithm, in the price of higher time complexity.

The remainder of this paper is organized as follows. We study a scenario concerning the placement of computation nodes (virtual machines) for data nodes in a cloud system and introduce the problem of placing virtual machines for data nodes (VMPDN) based on the scenario studied in Section II. Subsequently, we propose 3-approximation and 2-approximation algorithms for VMPDN in Sections III and IV, respectively. We consider the variation of VMPDN and investigate the approximation algorithm in Section V. Using simulations, we evaluate the performance of our algorithms in Section VI. Related works are presented in Section VII. Finally, we conclude this paper in Section VIII.

II. VIRTUAL MACHINE PLACEMENT FOR DATA NODE

Initially, we demonstrate the scenario, which is studied in [2], in Section II-A. Subsequently, based on the scenario described, we formally define the problem in Section II-B.

A. Scenario

Consider a network inside a data center comprising numerous data nodes (DNs) and computation nodes. Each computation node has several available virtual machines (VMs). The user stores his/her data in some DNs and could request a certain number of VMs to process his/her data. For simplicity, we assume that each DN only requires a VM to process the stored data\(^{iii}\). The location of each DN is allocated in advance and is fixed, that is, during the computation, the data will not migrate to another DN. The access latency between a VM and DN or between two VMs is determined by measurement and estimation during preprocessing. Our goal is to determine the placement (assignment) of VMs for DNs such that the maximum access latency among all pairs of a DN and its assigned VM and all pairs of assigned VMs (the VMs that are assigned to DNs in the assignment) is minimized.

B. The Problem and Hardness

We define VMPDN based on the studied scenario in Definition 1. The objective of VMPDN is to minimize the maximum access latency among all pairs of a DN and its assigned VM and all pairs of assigned VMs in a data center. In VMPDN, it is assumed that the access latency satisfies the triangle inequality. Two constraints are imposed on VMPDN. First, each DN must be assigned to a single VM\(^{iii}\). Second, two DNs should not be permitted to be assigned to a VM, that is, a VM must be assigned to at most one DN.

**Definition 1.** Let \( D \) and \( V \) be a set of DNs and a set of VMs, respectively, and let \( d_{ab} \) be the access latency between two VMs \( a,b \in V \) or between a DN \( a \in D \) and a VM \( b \in V \). Given a graph \( G = (D \cup V, E) \) with weights \( d_{ab} \in \mathbb{R}^+ \) associated with all \( e_{ab} \in E \), where \( a,b \in V \) or \( a \in D, b \in V \), the VIRTUAL MACHINE PLACEMENT for DATA NODE PROBLEM (VMPDN) asks for the assignment of DNs to VMs such that:

1) each DN is assigned to a single VM,
2) each VM is assigned to at most one DN, and
3) the maximum access latency in the assignment is minimized, where the access latency satisfies the triangle inequality.

VMPDN is formulated as a mixed integer program as follows.

\[
\text{minimize} \quad d \\
\text{subject to} \quad \sum_{j \in V} x_{ij} = 1, \quad \forall i \in D \\
\sum_{i \in D} x_{ij} \leq 1, \quad \forall j \in V \\
x_{ij}(d - d_{ij}) \geq 0, \quad \forall i \in D, \forall j \in V \\
\left( \sum_{i \in D} x_{ij1} \right) \left( \sum_{i \in D} x_{ij2} \right) (d - d_{j1,j2}) \geq 0, \\
\quad \forall j^1, j^2 \in V, j^1 \neq j^2 \\
x_{ij} \in \{0,1\}, \quad \forall i \in D, \forall j \in V \\
d \geq 0
\]

Note that the program is not a linear (or integer) program because a fraction cannot (or can) be assigned to variable \( x_{ij} \) (or \( d \)) due to constraints in 1f (or 1g). It should also be noted that \( x_{ij} = 1 \) if and only if DN \( i \) is assigned to VM \( j \). The object function 1a accounts for the goal to minimize the maximum access latency \( d \) in the assignment. If constraints in 1b and 1f are satisfied, any DN is assigned to a single VM. If constraints in 1c and 1f are satisfied, an arbitrary VM is assigned to at most one DN. Constraints in 1d ensure that the access latency between an arbitrary pair of a DN and its assigned VM is not greater than \( d \). Note that \( \sum_{i \in D} x_{ij} > 0 \) if and only if VM \( j \) is assigned to some DN. Thus, constraints in 1e ensure that the access latency between any two assigned VMs \( j^1, j^2 \) is at most \( d \). The following result is shown in [2].

**Theorem 1.** VMPDN is NP-hard and cannot be approximated within a factor of \( 2 - \epsilon \) for any \( \epsilon > 0 \).

III. 3-APPROXIMATION ALGORITHM

Initially, we propose an algorithm (Algorithm 1) for VMPDN in Section III-A. Subsequently, Algorithm 1 is shown to be a 3-approximation algorithm for VMPDN in Section III-B.

\(^{iii}\)As a DN needs \( k \) (\( k > 1 \)) VMs to process the data, our algorithms can also resolve the problem by making \( k - 1 \) replicated copies of the DN in the instance of the problem.
A. The Algorithm

The primary idea of Algorithm 1 is to employ the threshold technique. Algorithm 1 initially sets the threshold \( t \) to the minimum weight of edges (lines 1 - 2, 4 - 5), increases the threshold \( t \) in each round (lines 4 - 5), and employs Procedure 1 to examine whether there is a feasible assignment of DNs to VMs under the threshold \( t \) (lines 6 - 8). If Procedure 1 can make an assignment of DNs to VMs as the threshold \( t \) is not greater than the maximum weight of edges, Algorithm 1 outputs the assignment made by Procedure 1 (lines 6 - 8); otherwise, Algorithm 1 outputs no feasible solution (line 10).

Algorithm 1 3-Approximation Algorithm for VMPDN

Input: A graph \( G = (D \cup V, E) \) with weights \( d_{ab} \) associated with all \( e_{ab} \in E \).

1: Index all edges in \( E \) in a nondecreasing order of the weights;
2: \( m \leftarrow 0; \)
3: while \( m < |E| \) do
4: \( m \leftarrow m + 1; \)
5: \( t \leftarrow \) the weight of the edge with index \( m; \)
6: if Procedure 1 with input parameters \( G, t \), and the constraints of 3tVMPDN (i.e. constraints in 3a - 3e) outputs an assignment \( A \) then
7: Return the assignment \( A; \)
8: end if
9: end while
10: Return no feasible solution;

Subsequently, we design an algorithm to solve VMPDN with a fixed threshold \( t \) (tVMPDN). For readability, tVMPDN is formulated as the following integer program.

subject to \[
\sum_{j \in V} x_{ij} = 1, \forall i \in D \tag{2a}
\]

\[
\sum_{i \in D} x_{ij} \leq 1, \forall j \in V \tag{2b}
\]

\[
x_{ij}(t-d_{ij}) \geq 0, \forall i \in D, \forall j \in V \tag{2c}
\]

\[
\left( \sum_{i \in D} x_{ij} \right) \left( \sum_{i \in D} x_{ij} \right) (t-d_{ij}) \geq 0, \forall j^1, j^2 \in V, j^1 \neq j^2 \tag{2d}
\]

\[
x_{ij} \in \{0, 1\}, \forall i \in D, \forall j \in V \tag{2e}
\]

We undertake the design of an LP rounding algorithm for tVMPDN. Note that because tVMPDN has quadratic constraints in 2d, we cannot get an LP solution for tVMPDN using an LP algorithm. Thus, we need to remove constraints in 2d while ensuring that:

(P1) any feasible solution of tVMPDN is a feasible solution of the new problem and

(P2) the maximum access latency is bounded in the new problem.

Observe that if we directly remove constraints in 2d from tVMPDN, the access latency between any two assigned VMs cannot be bounded. Thus, we need to add new constraints to ensure that properties P1 and P2 are satisfied. Note that the access latency satisfies the triangle inequality; thus, the access latency between any two assigned VMs must be bounded by \( 3t \) if new constraints, that is, the access latency between an arbitrary assigned VM and an arbitrary DN is bounded by 2t, are added. On the other hand, in tVMPDN, because both the access latency between any two assigned VMs and the access latency between an arbitrary DN and its assigned VM are bounded by \( t \), the access latency between an arbitrary assigned VM and an arbitrary DN is bounded by 2t. In other words, any feasible solution of tVMPDN satisfies the newly added constraints. This implies that any feasible solution of tVMPDN is a feasible solution of the new problem, termed 3tVMPDN, obtained from tVMPDN by replacing constraints in 2d with constraints in 3d. The integer program of 3tVMPDN is described as follows.

subject to \[
\sum_{j \in V} x_{ij} = 1, \forall i \in D \tag{3a}
\]

\[
\sum_{i \in D} x_{ij} \leq 1, \forall j \in V \tag{3b}
\]

\[
x_{ij}(t-d_{ij}) \geq 0, \forall i \in D, \forall j \in V \tag{3c}
\]

\[
\left( \sum_{i \in D} x_{ij} \right) \left( \sum_{i \in D} x_{ij} \right) (t-d_{ij}) \geq 0, \forall i \in D, \forall j \in V \tag{3d}
\]

\[
x_{ij} \in \{0, 1\}, \forall i \in D, \forall j \in V \tag{3e}
\]

Procedure 1 LP Rounding

Input: A graph \( G = (D \cup V, E) \) with weights \( d_{ab} \) associated with all \( e_{ab} \in E \), a threshold \( t \), and constraints of a problem

11: Get the LP relaxation of the input problem by relaxing the input constraints \( x_{ij} \in \{0, 1\} \) to \( x_{ij} \in [0, 1]; \)
12: Get a feasible LP solution \( x' \) for the LP relaxation of the input problem using an LP solver;
13: if no feasible LP solution exists then
14: Return no feasible solution;
15: end if
16: Construct a bipartite graph \( G' = (D' \cup V', E') \) by Procedure 2 with input parameters \( G \) and \( x' \);
17: Find a matching \( M \) to saturate all nodes \( i \in D' \) in \( G' \) using an algorithm for BMP;
18: for each edge between nodes \( i \) and \( j \) in the matching \( M \) do
19: Assign DN \( i \) to VM \( j \);
20: end for
21: Return the assignment;

Procedure 1 is an LP rounding algorithm that is used to find a feasible solution of 3tVMPDN as the constraints of 3tVMPDN are input to Procedure 1. First, the integer program formulation of 3tVMPDN is changed to the linear program formulation by relaxing constraints in 3e to \( x_{ij} \in [0, 1] \) (line 11). Subsequently, a feasible LP solution \( x' \) for the LP relaxation of 3tVMPDN is obtained by an LP solver (line 12). After \( x' \) is obtained, we find a feasible solution of 3tVMPDN based on Theorem 2. We first use \( x' \) to construct a bipartite graph \( G' = (D' \cup V', E') \), where \( D' = D, V' = \{ j \mid \sum_{i \in D} x'_{ij} > 0 \} \), and \( E' = \{ e_{ij} \mid x'_{ij} > 0 \} \) by Procedure 2 (line 16). Observe that \( \sum_{j \in V} x'_{ij} = 1 \) for each \( i \in D \) and \( \sum_{i \in D} x'_{ij} \leq 1 \) for each
**Procedure 2 Bipartite Graph Construction**

**Input:** A graph $G = (D \cup V, E)$ and an LP solution $x'$

1. for each DN $i \in D$
2. 
3. Create node $i$ in $D'$
4. end for
5. for each VM $j \in V$
6. if $\sum_{i \in D} x'_{ij} > 0$ then
7. Create node $j$ in $V'$
8. end if
9. end for
10. for each pair of nodes $i \in D'$ and $j \in V'$
11. if $x'_{ij} > 0$ then
12. Establish an edge $e_{ij}$ in $E'$
13. end if
14. end for

$j \in V$. Thus, there is a fractional matching (see Definition 2) that saturates all nodes in $D'$ (see Lemma 1). Then, we employ an algorithm for the BMP problem (see Definition 3) to find a matching $M$ to saturate all $i \in D'$ in $G'$ (line 17). By Theorem 2, $M$ must exist. Finally, we obtain a feasible solution of $3tVMPDN$ by setting $x_{ij} = 1$ if edge $e_{ij}$ is in $M$ and setting $x_{ij} = 0$ if edge $e_{ij}$ is not in $M$ and obtain the corresponding assignment of DNs to VMs (lines 18 – 20).

**Definition 2.** [12] Given a graph $G = (V,E)$, a fractional matching is an assignment of fractional values to the edges in $G$ such that, for each node, the sum of the values on the incident edges is at most 1. A node is said to be saturated in a fractional matching if the sum of the values on the incident edges is exactly 1.

**Definition 3.** [13] Given a bipartite graph $G = (U \cup V, E)$, the BIPARTITE MATCHING PROBLEM (BMP) asks for the matching, a subset of $E$, such that each node in $U$ is matched (saturated).

**Theorem 2.** [13] Given any instance $G = (U \cup V,E)$ of BMP, if there is a fractional matching that saturates all nodes in $U$, then there is an (integral) matching that saturates all nodes in $U$.

**Example 1.** Example of Algorithm 1 is illustrated in Fig. 1. In line 1, edges $e_{10}$ and $e_{010}$ have the smallest index (1) and greatest index (25) because they have the smallest weight (10) and greatest weight (36), respectively. In line 5, $t$ is initially set to 10. In line 6, Procedure 1 with $G$ shown in Fig. 1(a), $t = 10$, and constraints in 3a – 3e as the input parameters is executed. Then, a feasible LP solution $x'$ for the LP relaxation of $3tVMPDN$ is obtained in line 12. Note that $x'_{10} = 0$ for each $i \in D$. This must hold for $t = 10$; otherwise, constraints in 3d must be violated because $d_{10} = 28 > 2t = 20$. In line 16, a bipartite graph $G' = (D' \cup V', E')$, shown in Fig. 1(b), is constructed by Procedure 2 using $x'$. Note that $D' = D$ (lines 22 – 24); $\sigma \notin V'$ because $\sum_{i \in D} x'_{ij} = 0$ (lines 25 – 29); and, $E' = \{e_{10}, \ldots, e_{25}, e_{26}, e_{31}, e_{32}, e_{33}\}$ (lines 30 – 34). In line 17, a matching $M \subseteq E'$ is found, as illustrated in Fig. 1(b). In lines 18 – 20, DNs 1, 2, and 3 are assigned to VMs $\theta$, $\pi$, and $\tau$, respectively. Note that the maximum access latency in the assignment is $28 < 3t = 30$.

**B. The Analysis**

**Lemma 1.** There is a fractional matching that saturates all nodes in $D'$ for the bipartite graph $G' = (D' \cup V', E')$ constructed by Procedure 2 as an LP solution for the LP relaxation of $3tVMPDN$’s input is Procedure 2.

**Proof:** We assign fractional values to each edge in $E'$ to obtain the desired fractional matching in $G'$. Note that in lines 30 – 34, an edge $e_{ij}$ is established between $i \in D'$ and $j \in V'$ in $G'$ if $x'_{ij} > 0$. Let $x'_{ij}$ be assigned to the established edge $e_{ij}$ between $i \in D'$ and $j \in V'$ in $G'$. By Definition 2, it suffices to show $\sum_{j \in V'} x'_{ij} = 1$ for all $i \in D'$ and $\sum_{i \in D'} x'_{ij} \leq 1$ for all $j \in V'$. Note that $D' = D$ and $V' = \{j \mid \sum_{i \in D} x'_{ij} > 0\} \subseteq V$; thus, we need only to show $\sum_{j \in V} x'_{ij} = 1$ for all $i \in D$ and $\sum_{i \in D} x'_{ij} \leq 1$ for all $j \in V$. This is clearly true since $x'$ must satisfy constraints in 3a and 3b due to the fact that $x'$ is an LP solution for the LP relaxation of $3tVMPDN$.

**Theorem 3.** If $3tVMPDN$ has a feasible solution in $G = (D \cup V, E)$ under the threshold $t$, Procedure 1 with input parameters $G$, $t$, and the constraints of $3tVMPDN$ must output a feasible solution of $3tVMPDN$.

**Proof:** Assume that there is a feasible solution of $3tVMPDN$ in $G$ under the threshold $t$. Then, a feasible LP solution $x'$ for the LP relaxation of $3tVMPDN$ can always be obtained using an LP solver in line 12. Thus, by Lemma 1, there is a fractional matching that saturates all nodes in $D'$ for the bipartite graph $G' = (D' \cup V', E')$ constructed by Procedure 2 using $x'$. This implies that there is a matching $M$ that saturates all nodes in $D'$ for $G' = (D' \cup V', E')$ in line 17 by Theorem 2, and an assignment of DNs to VMs can be obtained accordingly in lines 18 – 20. To complete the proof, we need to show such an assignment satisfies: (c1) each DN $i \in D$ is assigned to a single VM, (c2) each VM $j \in V$ is assigned to at most one.
DN, (c3) the access latency between any DN and its assigned VM is not greater than \( t \), and (c4) the access latency between an arbitrary assigned VM and an arbitrary DN is not greater than 2\( t \). First note that each DN \( i \in D' \) is assigned to a single VM and each VM \( j \in V' \) is assigned to at most one DN since DN \( i \in D' \) is assigned to VM \( j \in V' \) if and only if \( e_{ij} \) is in the matching \( M \) (lines 18 – 20) and the matching \( M \) saturates all nodes in \( D' \) (line 17). This implies c1 and c2 because \( D' = D \) and \( V' = \{ j \mid \sum_{i \in D} x'_{ij} > 0 \} \subseteq V \) (lines 22 – 29). In addition, \( x' \) is an LP solution for the LP relaxation of 3tVMPDN (line 12), \( x' \) must satisfy constraints in 3c and 3d. If DN \( i \) is assigned to VM \( j \), \( e_{ij} \) is in \( M \subseteq E' \) (lines 18 – 20). This implies \( x'_{ij} > 0 \) (lines 30 – 34). According to constraints in 3c, we have \( d_{ij} \leq t \). Thus, c3 holds. Besides, consider an arbitrary DN \( i \) and an arbitrary assigned VM \( j \). Then, \( j \in V' \); otherwise, VM \( j \) cannot be assigned to any DN. This implies \( \sum_{i \in D} x'_{ij} > 0 \) (lines 25 – 29). According to constraints in 3d, we have \( d_{ij} \leq 2t \). Hence, we have c4.

Lemma 2. The maximum access latency in any feasible solution of 3tVMPDN under the threshold \( t \) is at most 3\( t \).

Proof: Let assignment \( A \) be an arbitrary feasible solution of 3tVMPDN under the threshold \( t \). Because the assignment \( A \) satisfies constraints in 3c, the maximum access latency among all pairs of a DN and its assigned VM in the assignment \( A \) is not greater than \( t \). It suffices to show the maximum access latency among all pairs of assigned VMs in the assignment \( A \) is not greater than 3\( t \). Consider two arbitrary assigned VMs \( j \) and \( k \). Let VM \( j \) be assigned to DN \( i \) in the assignment \( A \). Then, the access latency between VMs \( j \) and \( k \) is not greater than the access latency between VM \( j \) and DN \( i \) (\( L_1 \)) plus the access latency between DN \( i \) and VM \( k \) (\( L_2 \)) because the access latency satisfies the triangle inequality. Since the assignment \( A \) satisfies constraints in 3c and 3d, \( L_1 \leq t \) and \( L_2 \leq 2t \), completing the proof.

Lemma 3. Any feasible solution of tVMPDN is a feasible solution of 3tVMPDN.

Proof: Let assignment \( A \) be an arbitrary feasible solution of tVMPDN. Then, the assignment \( A \) must satisfy constraints in 2a, 2b, 2c, 2d, and 2e. Since constraints in 2a, 2b, 2c, and 2e are equal to constraints in 3a, 3b, 3c, and 3e, respectively. We need only to show the assignment \( A \) satisfies constraints in 3d. It suffices to show that, in the assignment \( A \), the access latency between an arbitrary assigned VM \( j \) and an arbitrary DN \( i \) is at most 2\( t \). Let DN \( i \) be assigned to VM \( k \) in the assignment \( A \). If VM \( k \) is VM \( j \), the access latency between DN \( i \) and VM \( j \) is at most \( t \) because the assignment \( A \) satisfies constraints in 2c; otherwise, the access latency between DN \( i \) and VM \( j \) is not greater than the access latency between DN \( i \) and VM \( k \) (\( L_1 \)) plus the access latency between VM \( k \) and VM \( j \) (\( L_2 \)) because the access latency satisfies the triangle inequality. Because the assignment \( A \) satisfies constraints in 2c and 2d, \( L_1 \leq t \) and \( L_2 \leq t \), completing the proof.

Lemma 4. Procedure 1 is a polynomial-time algorithm.

Proof: Clearly, in polynomial time, a bipartite graph can be constructed by Procedure 2 (line 16), and an assignment of DN to VM can be made (lines 18 – 20). Besides, in polynomial time, a matching in a bipartite graph can be found [13] (line 17), and a feasible LP solution \( x' \) for the LP relaxation of the input problem can be obtained by a polynomial-time LP algorithm [14] (line 12). Thus, Procedure 1 can be executed in polynomial time.

Theorem 4. Algorithm 1 is a 3-approximation algorithm of VMPDN.

Proof: Algorithm 1 executes Procedure 1 at most \( |E| \) times. Since Procedure 1 can be executed in polynomial time by Lemma 4, Algorithm 1 can be executed in polynomial time.

Let \( d_{OPT} \) be the maximum access latency in the optimal solution of VMPDN. We need to show Algorithm 1 can always output an assignment of DN to VMs with the maximum access latency at most 3\( \cdot \) \( d_{OPT} \). Clearly, there is an edge in the input graph \( G \) of Algorithm 1 such that \( d_{OPT} \) is equal to the weight of the edge. In addition, \( t \) is increased from the smallest to the greatest weight of the edges in \( G \). By Theorem 3 and Lemma 2, the maximum access latency in any assignment output by Procedure 1 is smaller than 3\( \cdot \) \( d_{OPT} \) as \( t < d_{OPT} \). Thus, it suffices to show that (c1) Procedure 1 must output a feasible solution of 3tVMPDN as \( t = d_{OPT} \).

Since \( d_{OPT} \) is the maximum access latency in the optimal solution of VMPDN, there is a feasible solution of tVMPDN as \( t = d_{OPT} \). By Lemma 3, there is a feasible solution of 3tVMPDN as \( t = d_{OPT} \). Thus, by Theorem 3, c1 must hold.

IV. OPTIMAL APPROXIMATION ALGORITHM

Theorem 1 indicates that an approximation algorithm with a factor smaller than two does not exist for VMPDN. Here, we propose a 2-approximation algorithm, that is, an optimal approximation algorithm, for VMPDN. The basic idea is to divide the original problem into \( |V| \) small problems, compute a solution for each small problem, and subsequently choose the best solution. The steps are described in the following paragraphs.

First, we divide VMPDN into \( |V| \) small problems. Each small problem is a rooted version of VMPDN, termed \( rVMPDN \). In other words, in \( rVMPDN \), the set of the assigned VMs must contain a specific VM \( r \). Clearly, an algorithm for \( rVMPDN \) can be used to solve VMPDN by trying all possible \( |V| \) roots. The mixed integer program of \( rVMPDN \) can be obtained from that of VMPDN by adding new constraints \( \sum_{i \in D} x_{ir} = 1 \). Then, we obtain \( rVMPDN \) with a fixed threshold \( t \), termed \( trVMPDN \), using the threshold technique. The integer program of \( trVMPDN \) can be obtained from that of tVMPDN by adding new constraints \( \sum_{i \in D} x_{ir} = 1 \).
Next, we need to remove the quadratic constraints in the integer program of trVMPDN, that is, \((\sum_{i \in D} x_{ij}) (\sum_{i \in D} x_{ij}) (t - d_{ij} j) \geq 0, \forall j, j' \in V, j \neq j', \) while ensuring that properties P1 and P2, described in Section III-A, are satisfied. Since removing the quadratic constraints could result in unbounded access latency between two assigned VMs, we need to add constraints to ensure that the access latency between any two assigned VMs is bounded by 2t. In order to do so, we avoid that the access latency between VM r and an arbitrary assigned VM is greater than t by adding new constraints, \(\sum_{i \in D} x_{ij} (t - d_{ir}) \geq 0, \forall j \in V.\) Note that because the access latency between any two assigned VMs are bounded by t in trVMPDN, any feasible solution of trVMPDN satisfies the newly added constraints. The integer program of the new problem, termed 2trVMPDN, is described as follows.

subject to
\[
\begin{align*}
\sum_{j \in V} x_{ij} &= 1, \forall i \in D \quad (4a) \\
\sum_{i \in D} x_{ij} &\leq 1, \forall j \in V \quad (4b) \\
x_{ij} (t - d_{ij}) &\geq 0, \forall i \in D, \forall j \in V \quad (4c) \\
\sum_{j \in V} x_{ij} (t - d_{ir}) &\geq 0, \forall j \in V \quad (4d) \\
\sum_{i \in D} x_{iv} &= 1 \quad (4e) \\
x_{ij} &\in \{0, 1\}, \forall i \in D, \forall j \in V \quad (4f)
\end{align*}
\]

**Algorithm 2** 2-Approximation Algorithm for VMPDN

**Input:** A graph \(G = (D \cup V, E)\) with weights \(d_{ab}\) associated with all \(e_{ab} \in E\)

35: Index all edges in \(E\) in a nondecreasing order of the weights;
36: \(m \leftarrow 0;\)
37: while \(m < |E|\) do
38: \(m \leftarrow m + 1;\)
39: \(t \leftarrow \) the weight of the edge with index \(m;\)
40: \(L_{\text{min}} \leftarrow 2t + 1;\)
41: for each VM \(r\) do
42: if Procedure 1 with input parameters \(G, t,\) and the constraints of 2trVMPDN (i.e. constraints in 4a – 4f) outputs an assignment \(A\) with the maximum access latency, \(L,\) less than \(L_{\text{min}}\) then
43: \(A_{\text{min}} \leftarrow A;\)
44: \(L_{\text{min}} \leftarrow L;\)
45: end if
46: end for
47: if \(L_{\text{min}} \leq 2t\) then
48: Return the assignment \(A_{\text{min}};\)
49: end if
50: end while
51: Return no feasible solution;

The proposed 2-approximation algorithm for VMPDN is described in Algorithm 2. Similar to Algorithm 1, Algorithm 2 increases the threshold \(t\) from the smallest to the greatest weight of the edges in the input graph \(G.\) Under a certain threshold \(t,\) Algorithm 2 divides VMPDN into \(|V|\) rVMPDN, computes the assignment of the corresponding 2trVMPDN of each rVMPDN using Procedure 1, and outputs the assignment with the minimum of the maximum access latency if there is an assignment output by Procedure 1 (lines 41 – 49).

**Example 2.** Algorithm 2 is illustrated in Fig. 2. Initially, \(t\) is set to 10 in line 39. As \(r = \theta,\) Procedure 1 cannot find a feasible solution in line 42 because \(d_{\theta j} > t = 10\) for each \(j \in V - \{\theta\}.\) As \(r = \pi,\) a feasible LP solution \(x'\) for the LP relaxation of 2trVMPDN is obtained when executing Procedure 1. Note that \(x'_d = 0\) for each \(i \in D\) because \(d_{\pi d} = 28 > t = 10\) and \(x'\) must satisfy constraints in 4d. Algorithm 2 finally assigns DNs 1, 2, and 3 to VMs \(\tau,\pi,\) and \(\psi,\) respectively. Note that the maximum access latency in the assignment is \(19 < 2t = 20.\)

Clearly, Algorithm 2 executes Procedure 1 at most \(|E| \cdot |V|\) times; thus, Algorithm 2 can be executed in polynomial time by Lemma 4. In addition, in any feasible solution of 2trVMPDN under the threshold \(t,\) the maximum access latency among all pairs of a DN and its assigned VM is not greater than \(t\) (due to constraints in 4c) and the maximum access latency among all pairs of assigned VMs is not greater than \(2t\) (because the maximum access latency between VM \(r\) and any assigned VM is not greater than \(t\) due to constraints in 4d); that is, the maximum access latency in any feasible solution of 2trVMPDN under the threshold \(t\) is at most \(2t.\) Let \(d_{OPT}\) be the maximum access latency in the optimal solution of VMPDN. Then, given that \(t = d_{OPT},\) at least one of \(|V|\) trVMPDN has a feasible solution. Let trVMPDN with a specific VM \(r'\) have a feasible solution. Since any feasible solution of trVMPDN is a feasible solution of 2trVMPDN based on the similar arguments of Lemma 3, 2trVMPDN with a specific VM \(r'\) has a feasible solution as \(t = d_{OPT}.\) Thus, as \(t = d_{OPT}\) and \(r = r',\) Procedure 1 must output a feasible solution of 2trVMPDN with the maximum access latency of at most \(2 \cdot d_{OPT}\) using the similar argument of Theorem 3. Since the threshold \(t\) is increased from the smallest to the greatest weight of the edges in \(G,\) the maximum access latency in the assignment output by Algorithm 2 is bounded by \(2 \cdot d_{OPT.}\) Thus, we have Theorem 5. According to Theorem 1, Algorithm 2 is an optimal approximation algorithm for VMPDN. We omit the proof of Theorem 5 due to its similarity with that of Theorem 4.
Theorem 5. Algorithm 2 is a 2-approximation algorithm for VMPDN. Specifically, Algorithm 2 is an optimal approximation algorithm for VMPDN.

V. THE PROBLEM VARIANT

We study the variation of VMPDN, termed sVMPDN, which is also introduced and shown not to admit any approximation algorithm with a factor smaller than two in [2]. The objective of sVMPDN is to minimize the maximum access latency among all pairs of a DN and its assigned VM while ensuring that the maximum access latency among all pairs of assigned VMs (maximum inter-VM latency) is bounded by a specific value s. In other words, sVMPDN bounds the maximum inter-VM latency at a specific value s, rather than minimizing it. We can obtain the integer program of sVMPDN from that of VMPDN by replacing constraints in 1e with \((\sum_{i \in D} x_{ij})(\sum_{i \in D} x_{ij})(s - d_{ij}) \geq 0, \forall j \in V, j^1 \neq j^2).\)

Similar to the design of the 2-approximation algorithm for VMPDN, we introduce a new problem, termed tr2sVMPDN, with the integer program described in the following.

subject to

\[
\sum_{j \in V} x_{ij} = 1, \forall i \in D \tag{5a}
\]

\[
\sum_{i \in D} x_{ij} \leq 1, \forall j \in V \tag{5b}
\]

\[
x_{ij}(t - d_{ij}) \geq 0, \forall i \in D, \forall j \in V \tag{5c}
\]

\[
(\sum_{i \in D} x_{ij})(s - d_{ij}) \geq 0, \forall j \in V \tag{5d}
\]

\[
\sum_{i \in D} x_{ij} = 1 \tag{5e}
\]

\[
x_{ij} \in \{0, 1\}, \forall i \in D, \forall j \in V \tag{5f}
\]

Using a similar argument for sketching the proof of Theorem 5, as the constraints of tr2sVMPDN (i.e., constraints in 5a – 5f), instead of the constraints of 2trVMPDN, are input to Procedure 1, Algorithm 2 can always output an assignment where the maximum access latency among all pairs of a DN and its assigned VM is not greater than t (due to constraints in 5c) and the maximum access latency among all pairs of assigned VMs is not greater than 2s (because the maximum access latency between VM r and any assigned VM is not greater than s due to constraints in 5d). Thus, with a slight modification, Algorithm 2 can obtain an optimal solution of sVMPDN through a violation of the maximum inter-VM latency constraint by a factor of at most two, as described in Theorem 6. The proof of Theorem 6 is omitted due to its similarity with those of Theorems 4 and 5.

Theorem 6. Algorithm 2 is a (1, 2)-approximation algorithm for sVMPDN if the constraints of tr2sVMPDN, instead of the constraints of 2trVMPDN, are input to Procedure 1.

VI. NUMERICAL RESULT

We conduct the simulations based on four network architectures inside a data center, including Tree, VL2, Fat-Tree, and BCube, discussed in [7]. For each network architecture, we first generate a topology with 1,024 racks, where p0 and p1 are set to 16 and 4, respectively, in the construction of Tree, p0 is set to 32 in the construction of VL2, k is set to 16 in the construction of Fat-Tree, and k and n are set to 1 and 32, respectively, in the construction of BCube. Subsequently, we randomly assign each of the DNs and available VMs to one rack, where the numbers of the DNs and available VMs are 40 and 120, respectively. To study the impact of the distribution of DNs and VMs on the performance of the proposed algorithms, DNs and VMs are assigned to one of the first 16 racks, 64 racks, 256 racks, and 1,024 racks. The access latency between a DN (or VM) and a VM is randomly chosen from the interval [0.9, 1.1] times the estimated access latency between them. The estimated access latency between a DN (or VM) and a VM is evaluated by the sum of the switch delay and the physical link delay [8]. The default size of a TCP packet is 1,500 bytes. Assume that the link bandwidth is 100Gbps. Then, the switch delay of transferring a TCP packet is approximately 1.214 \(\mu s\) [9]. In addition, between the node (DN or VM) and the access switch, between the access switch and the aggregate switch, and between the aggregate switch and the core switch, the link lengths are approximately 10 m, 25 m, and 25 m, respectively, according to [15], and thus, the physical link delay of transferring a TCP packet is approximately 1.207 \(\mu s\), 1.283 \(\mu s\), and 1.283 \(\mu s\), respectively, according to [8], [10].

We evaluate the performance of Algorithms 1 and 2 on the maximum access latency among all pairs of a DN and its assigned VM and all pairs of assigned VMs. In addition, we compare our algorithms with the lower bound of the optimal solution (LB) evaluated by the smallest threshold t such that a feasible LP solution for the LP relaxation of 2trVMPDN can be obtained by Procedure 1. The empirical data is obtained by averaging the data of 100 assignment of racks to DNs and VMs for each network topology. In addition, we also evaluate the worst (maximum) ratios of the maximum access latencies of Algorithms 1 and 2 to LB among 100 assignment of racks to DNs and VMs.

Table I shows the maximum number of switches between two racks for different topologies.

<table>
<thead>
<tr>
<th>Topology/Rack Interval</th>
<th>[1, 16]</th>
<th>[1, 64]</th>
<th>[1, 256]</th>
<th>[1, 1024]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>VL2</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Fat-Tree</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>BCube</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

TABLE I: MAXIMUM NUMBER OF SWITCHES BETWEEN TWO RACKS
are proportional to the maximum number of switches between two racks in these network architectures shown in Table I. This is reasonable because the maximum access latency between two DNs or VMs is dominated by the number of switches rather than the physical link length between them because the difference in the physical link delay of 10 m and 25 m links in the transfer of a TCP packet is only 0.076 μs, whereas the switch delay is approximately 1.214 μs. Moreover, Fig. 4 shows that the worse ratios of the maximum access latencies of Algorithms 1 and 2 to LB range from 1.17 to 1.22.

VII. RELATED WORK

Several assignment methods are proposed in the literature. The generalized assignment problem (GAP) [16] is the first assignment problem with load (or capacity) constraints. GAP is shown to be NP-hard in [17], and an approximation algorithm with a cost not greater than the optimal solution and the capacity of each facility violated by a factor of at most two is proposed in [18]. Unlike GAP, in which the total weights of edges (the total cost) is minimized, [19] and [20] provide the variants of GAP to maximize the total weights of edges (the total profit). In addition, the facility location problem (FLP) has the best approximation ratio $O(\log n)$ on the cost that does not obey the distance metric (triangle) inequality (the non-metric cost) [21]. Furthermore, the capacitated FLP [22]–[24], in which the demand and capacity constraint is considered, has a constant approximation ratio on the metric cost. Note that there are no constraints on the distance between any two assigned facilities in GAP, FLP, and their variants; in contrast, constraints are imposed on the access latency between any two assigned VMs in our problem. Thus, the methods of GAP, FLP, and their variants cannot be used to obtain the approximation algorithms for our problem.

In addition, there are several algorithms for VM placement and migration [7], [11], [25]–[29]. In [7], [25], VM placement/migration algorithms are proposed to reduce bandwidth consumption and prevent the network congestion problem by placing the VMs with relatively heavier traffic as close as possible. In [26], the proposed VM migration algorithm considers not only the hop distance between the VMs but also the link capacity such that the network congestion can be mitigated in the routing paths between two communicating VMs. In [11], the authors consider a VM placement problem across data centers (or inside a data center) where the resource of each data center (or rack/machine) is limited. Moreover, assuming that the access latency satisfies the triangle inequality, a 2-approximation algorithm is proposed for minimizing the maximum access latency between the relative VMs. In [27], a VM placement algorithm is introduced to consolidate the live VMs such that the number of the used computation nodes is minimized while ensuring that the probability of the total variable bandwidth consumption of the consolidated VMs exceeding the bandwidth limitation of the computation node is bounded by a factor of user-defined parameter $p$ ($0 < p < 1$). In [28], the authors model the problem of consolidating the VMs according to the resources of computation nodes as an NP-hard problem and resolve this problem by the existing integer program solver or approximation algorithms. However, none of these VM placement/migration algorithms address the access latency between the data and computation nodes; thus, none of them are suitable for our problem. In [2], the access latency between the data and computation nodes is considered first. The authors introduce the problem that has been investigated in this paper. They show the lower bound on the approximation factor of the approximation algorithm for the problem (as the access latency satisfies the triangle inequality); however, the proposed heuristic does not bound the maximum access latency in the assignment generated. In this paper, we fill this gap by providing an approximation algorithm with a
factor equal to the known lower bound.

In [30], the authors argue that the data locality may not be relevant anymore because with 100G or more adapters, the performance bottleneck will be at the disk I/O rather than the network interface. However, unless we can avoid the oversubscription on the link capacities in the network inside a data center, the network bottleneck can cause high access latency for remote data. Moreover, some researchers suggest that disks be replaced with flash memory or even DRAM as the primary storage in the future [31]. In such environments, the performance bottleneck of data access could reemerge in the network interface, and an efficient VM placement algorithm continues to be required for minimizing the access latency between data and computation nodes.

VIII. Conclusion

In this paper, we investigated the placement problem of VMs for DNs, termed VMPDN, and its variant, termed sVMPDN, which are initially introduced and shown not to admit any approximation algorithm with a factor smaller than two in [2]. VMPDN asks for the assignment of DNs to VMs with the minimum maximum access latency among all pairs of a DN and its assigned VM and among all pairs of assigned VMs such that each DN is assigned to a single VM and each VM is not assigned to more than one DN. In sVMPDN, the maximum access latency among all pairs of a DN and its assigned VM is minimized while ensuring that the maximum access latency among all pairs of assigned VMs (maximum inter-VM latency) is bounded. To the best of our knowledge, no approximation algorithms have been proposed for VMPDN and sVMPDN in the literature so far. We initially proposed a 3-approximation algorithm (Algorithm 1), and subsequently proposed a 2-approximation algorithm (Algorithm 2), that is, an optimal approximation algorithm, for VMPDN in the price of higher time complexity. Furthermore, we also showed that with a slight modification, Algorithm 2 can become a (1, 2)-approximation algorithm for sVMPDN. In other words, Algorithm 2 can be slightly modified for obtaining an optimal solution of sVMPDN through a violation of the maximum inter-VM latency constraint by a factor of at most two.

We conducted simulations to evaluate the performance of Algorithms 1 and 2 based on four network architectures inside a data center, including Tree, VL2, Fat-Tree, and BCube, discussed in [7]. The simulation results showed that both Algorithms 1 and 2 make approximately optimal assignments of DNs to VMs. In addition, the simulation results also showed that although Algorithm 1 has a worse approximation factor, Algorithm 1 performs as well as Algorithm 2 in terms of the maximum access latency in almost all cases.

REFERENCES


