Abstract—We consider the problem of optimal rate allocation and admission control for adaptive video streaming sessions in wireless networks with user dynamics. The central aim is to achieve an optimal tradeoff between several key objectives: maximizing the average rate utility per user, minimizing the temporal rate variability, and maximizing the number of users supported. We identify the structure of algorithms that achieve asymptotically optimal performance in large-capacity systems, and exploit the insight into this structure to devise parsimonious and robust online algorithms. Extensive simulation experiments demonstrate that the proposed online algorithms perform well, even in systems with relatively small capacity.

I. INTRODUCTION

Video traffic is experiencing tremendous growth, fueled by the proliferation of online video content and the steady expansion in transmission bandwidths. The amount of video traffic is forecast to double annually in the next several years, and is expected to account for the dominant share of wireline as well as wireless Internet traffic soon [7].

The huge growth in traffic volume goes hand in hand with a shift towards HTTP-based adaptive streaming mechanisms, which allow the video rate to be adjusted to the available network bandwidth. Thus, it is critical to design video streaming mechanisms that use the available network resources efficiently and provide an adequate quality-of-experience (QoE) to the users. While a comprehensive video quality perception metric is hard to define, it is widely agreed that the QoE improves not only with a higher time-average rate, but also with a smoother temporal evolution [9], [11], [22], [28]. Typically a fundamental trade-off arises between these two criteria, because a higher time-average rate entails a more responsive scheme that makes more aggressive rate adjustments, compromising smoothness. Measurement experiments indicate that currently deployed schemes do not necessarily perform well in that regard, and may induce high variability and even oscillations as a result of interactions among several rate-adaptive users [2], [3], [8], [15]. This has triggered numerous proposals for enhancements, see for instance [1], [14], [15], [18], [21], [23], [26], involving a variety of techniques, ranging from multi-path solutions, network caching, traffic shaping and layered coding to improved bandwidth estimation at the client side in conjunction with dynamic rate selection at server side.

The above challenges are particularly pertinent in wireless networks where the available bandwidth is not only relatively limited, but also inherently uncertain and time-varying due to fading and user mobility [24]. On the other hand, resource allocation mechanisms in cellular networks offer greater capabilities for controlling the user throughput, especially since the wireless link is commonly the bottleneck in the end-to-end path. In particular, scheduling algorithms at the base stations tend to provide support for specifying suitable target throughputs for the various users, and thus ensuring a smooth streaming rate [10], [27]. The proposed enhancements of HTTP-based adaptive streaming mechanisms mentioned above have exploited a wide range of approaches for mitigating the impact of variations in network bandwidth at the client and/or server, but have not leveraged the option to exercise direct control over the user throughput at a network element.

Motivated by the above considerations, we examine in the present paper the problem of how to set target rates for various video users in a wireless network subject to given feasibility constraints. The objective is to achieve an optimal trade-off between maximizing the aggregate time-average rate utility and minimizing the rate variability over time.

As an inherent characteristic of wireless networks, we allow the users to have heterogeneous channel conditions, and hence different resource requirements for a given bit rate. Since the key aim of the target rates is to ensure smoothness over longer time scales, we do not explicitly account for fast variations in channel conditions, and focus on the impact of slower dynamics arising due to the arrivals (service requests) and departures (service completions) of users. We assume that the target rates for the various users can be adapted at any point in time based on the user dynamics, and also incorporate admission control, by allowing a user to be assigned a zero target rate upon arrival.

We first establish a sample path upper bound for the objective function (the aggregate average utility reduced by a rate variation penalty). The upper bound is characterized through the optimal value of a relatively simple linear program. We then proceed to demonstrate that the upper bound is asymptotically achievable (in a ratio sense) in a regime where the offered traffic and capacity grow large in proportion. Asymptotic optimality is achieved by ‘static’ policies which either deny service to a user upon arrival or assign it a fixed target rate (in accordance with the optimal solution of the above-mentioned linear program), without requiring advance knowledge of the duration.

The asymptotic optimality of static rate assignment policies
provides a natural paradigm for the design of sound, lightweight approaches, only involving the calculation of the asymptotically optimal rate assignments. The latter task is elementary when all the relevant system parameters are known, but in practice several parameters will be subject to uncertainty and variation over time, raising all sorts of estimation challenges and accuracy issues. Instead, we therefore exploit the fact that the asymptotically optimal rate assignment policy exhibits a specific structure, allowing it to be represented through just a single variable, and has the further property that the load induced on the system is unity. Leveraging these two properties, we develop an approach for learning and tracking the asymptotically optimal rate assignments by adapting that single variable so as to drive the observed load to unity. The proposed approach only relies on observations of the occupancy state, without any explicit knowledge or estimates of the system parameters. Numerical experiments demonstrate that the approach performs well, even in scenarios with a relatively moderate amount of capacity and offered traffic.

Somewhat related problems have been considered in several recent papers, see for instance [4], [13], [16], [17], [19], [25]. While these papers account for deadlines associated with real-time streaming ([13], [17], [25]), general video quality models ([19]), general network settings ([4]) etc, the impact of user dynamics is ignored. A further recent paper [5] does consider user dynamics in evaluating the performance of real-time video streaming. However, it simply assumes that users request a fixed rate, leaving no flexibility for video rate adaptation. The restrictive scenarios in these studies reflect the difficulty of capturing the interaction between user dynamics and lower-level scheduling and adaptation mechanism. Yet, accounting for user dynamics is vital for algorithm design and performance evaluation, as demonstrated by an extensive body of work on user-level models of channel-aware scheduling policies and wireline bandwidth-sharing networks.

Finally, it is worth reiterating that setting target rates at a base station is commonly supported by existing wireless scheduling algorithms, and complementary with bandwidth estimation algorithms at the client and dynamic rate selection at the server. In fact, the resulting throughput smoothing makes the latter tasks substantially lighter, and the joint control reduces the potential for oscillations and harmful interactions among separately controlled competing adaptive players.

The remainder of the paper is organized as follows. In Section II we present a detailed model description and formal problem formulation. We derive upper bounds for the maximum QoE rate in Section III, and show in Section IV that these bounds are asymptotically achievable. In Section V we provide insights in the structure of the asymptotically optimal rate assignments, which are leveraged in Section VI for the design of adaptive, online algorithms. In Section VII we present the simulation experiments that we have conducted to examine the performance and corroborate the convergence of the proposed algorithms. In Section VIII we make brief concluding remarks and offer a few suggestions for further research.

II. MODEL DESCRIPTION AND PROBLEM FORMULATION

We consider a single wireless downlink shared by streaming users from a finite set of classes indexed by \( s \in S \). The various classes could reflect heterogeneity among users and video objects in terms of wireless channel characteristics, available compression rates, or Quality Rate (QR) dependencies. Let \( T \) be the arrival time of the \( i \)-th user, i.e., the time when the user requests a particular video, with \( T \geq 0 \). Denote by \( s(i) \) the index of the class to which the \( i \)-th user belongs. Let \( \sigma_i \) be the service time of the \( i \)-th user, i.e., the nominal duration of the video of interest.

Denote by \( r_i(t) \) the rate assigned to the \( i \)-th user at time \( t \geq 0 \). As alluded to in the introduction, it is worth emphasizing that \( r_i(t) \) should not be thought of as an instantaneous transmission rate. Rather, it represents a target for the average throughput over a time scale which is long compared to the slot level on which wireless schedulers operate, and commensurate with the buffering depth at the video client. The value of \( r_i(t) \) only has significance for \( t \in [T, T + \sigma_i] \), but for notational convenience we assume the value to be defined for all \( t \geq 0 \).

The rate assignments for class-\( s \) users are constrained to a finite set \( R_s \):

\[
\left. r_i(t) \right| R_s(i) \cup \{0\} \quad \text{for all } t \geq 0,
\]

which could correspond to the various compression rates available for videos streamed by class-\( s \) users. We do not explicitly impose the constraint \( r_i(t) = 0 \) for \( t \not\in [T, T + \sigma_i] \), since this will not be directly relevant in the utility optimization problem that we consider. The capacity requirement per unit bit rate for class-\( s \) users is \( c_s \), which would depend on channel quality characteristics like the Signal-to-Interference-and-Noise Ratio. Assuming the total capacity to be normalized to unity, the rate assignments should then satisfy the further constraint:

\[
\sum_{i=1}^{\infty} c_s(i) r_i(t) \leq 1 \quad \text{for all } t \geq 0.
\]

The quantity \( p_s = 1/c_s \) may be interpreted as the transmission rate of a class-\( s \) user if it were assigned the full resources.

As observed in the introduction, the QoE enjoyed by a streaming user depends on the time-average rate utility as well as the temporal variability, and we aim to achieve an optimal trade-off between these two criteria. We will specifically assume that the QoE metric for the \( i \)-th user during the time interval \([0, T] \), \( \tau_i \leq T \), can be expressed as

\[
A_i(0, T) = \gamma V_i(0, T) - \sigma_i \int_{T=0}^{T+\tau_i} U_s(i)(r_i(t)) dt,
\]

with \( \sigma_i(T) = \min \{ \sigma_i, T - \tau_i \} \) and \( U_s(\cdot) \) a class-based utility function with \( U_s(0) = 0 \). The function \( U_s(\cdot) \) (which can be obtained as in [16]) could be chosen to reflect class-related QR dependencies. These QR dependencies will be video-dependent, where a 'high-detail' video with a lot of scene
Remark 1. Changes (e.g., an action movie) will have a ‘steeper’ QR dependency compared to a ‘slower’ movie.

We allow $V_i(0,T)$ to be an arbitrary nonnegative function of $(r_i(t))_{t \in [0,T]}$, with the property that $V_i(0,T) = 0$ when $r_i(t) \equiv r_i$ for all $t \in [\tau_i, \tau_i + \sigma_i(T)]$. For example, $V_i(0,T)$ could represent the time standard deviation of quality over the interval $[0,T]$, i.e.,

$$V_i(0,T) = \left( \frac{1}{\sigma_i(T)} \int_{t=\tau_i}^{\tau_i + \sigma_i(T)} \left( U_{s(i)}(r_i(t)) - \frac{A_i(0,T)}{\sigma_i(T)} \right)^2 dt \right)^{1/2}$$

With this choice, the metric $A_i(0,T) - \gamma V_i(0,T)$ would fit into the video QoE model proposed in [28].

The maximum achievable net aggregate QoE during the time interval $[0,T]$ may thus be expressed as $OPT_s(T) = \sup_{T} Q_s(T)$, with

$$Q_s(T) = \sum_{i=1}^{I(T)} \left[ A_i(0,T) - \gamma V_i(0,T) \right]$$

with $I(T) = \sup \{ i : \tau_i \leq T \}$, subject to the constraints:

$$r_i(t) \in R_{s(i)} \cup \{0\} \quad \text{for all} \quad t \in [0,T],$$

$$\sum_{i=1}^{I(T)} c_{s(i)} r_i(t) \leq 1 \quad \text{for all} \quad t \in [0,T].$$

Observe that $Q_s(T)$ and hence $OPT_s(T)$ is nonincreasing in $\gamma$, and in particular bounded from above by $OPT_0(T)$ (i.e., net aggregate utility) where the penalty for the rate variability is entirely dropped.

Remark 1. For non-trivial choices of $V_i(0,T)$ (such as time variance), determining the rate assignments that achieve $OPT_s(T)$ would require a clairvoyant or off-line optimization scheme with full knowledge of the sample path in terms of the arrival times and service times. In practice, one would use online schemes that need to make rate assignment decisions without any prior knowledge of future arrival times or residual service times. As will be shown however, under mild assumptions, suitable online schemes asymptotically achieve the same long-term value for $\gamma Q_s(T)$ for any $\gamma > 0$ as an optimal clairvoyant scheme, even when exempt from a penalty for rate variability, can achieve for $\frac{1}{T} Q_0(T)$.

Remark 2. The above formulation allows for zero rate assignments, i.e., $r_i(t) = 0$, for some time epoch $t \in [\tau_i, \tau_i + \sigma_i(T)]$, which may be interpreted as a service request being denied or a flow being aborted. Thus it may not be meaningful in practice to change the rate assignment from a zero to a non-zero value. In the above formulation, we do not explicitly rule out such rate changes, and achieving $OPT_s(T)$ might require such actions in certain cases. However, the rate assignment policies that we develop never make such changes, and in fact never change the initial rate assignment at all. Yet, they asymptotically achieve the same long-term value for $\frac{1}{T} Q_s(T)$ for any $\gamma > 0$ as schemes that are allowed to make such changes and are not penalized for rate variability can achieve for $\frac{1}{T} Q_0(T)$.

III. Utility Upper Bounds

We now derive upper bounds for the maximum achievable net aggregate utility (which bounds the maximum net aggregate QoE). Some bounds hold in a sample path sense, but for other results we will rely on a mild statistical assumption:

A1: class-$s$ users arrive as a renewal process with mean interarrival time $\alpha_s$.

A2: class-$s$ users have i.i.d. service times with mean $\beta_s$.

We define the offered traffic of class $s \in S$ under assumptions A1 or A2 as $\rho_s = \beta_s/\alpha_s$ or $\rho_s = \lambda_s \beta_s$, respectively.

Because of page constraints, we henceforth focus our attention on a scenario with discrete rate sets $R_s$, but most of the results easily extend to continuous rate sets. For compactness, we denote by $K = \sum_{s \in S} M_s$, with $M_s = |R_s| < \infty$, the total number of class-rate tuples, and define the set $\mathcal{I}(s,T) = \{ i : s(i) = s, \tau_i \leq T \}$ containing the indices of the users that belong to class $s$ and arrive before time $T$.

Proposition 1. $OPT_0(T)$ is bounded from above sample path wise by the optimal value $OPT-UB-D(T)$ of the linear program $LP-UB-D(T)$:

$$\max_{\{x_{sr}\}_{s \in S, r \in R_s}} \sum_{s \in S} \sum_{r \in R_s} x_{sr} U_s(r)$$

$$\text{subject to} \quad \sum_{r \in R_s} x_{sr} \leq \sum_{i \in \mathcal{I}(s,T)} \sigma_i, \quad \forall s \in S$$

$$\sum_{s \in S} \sum_{r \in R_s} c_{sr} x_{sr} \leq T$$

Also, under Assumptions A1 and B, $\frac{1}{T} OPT-UB-D(T) \rightarrow OPT-UB-D$ in probability as $T \rightarrow \infty$, where $OPT-UB-D$ is the optimal value of the linear program $LP-UB-D$:

$$\max_{\{f_{sr}\}_{s \in S, r \in R_s}} \sum_{s \in S} \sum_{r \in R_s} \rho_s f_{sr} U_s(r)$$

$$\text{subject to} \quad \sum_{r \in R_s} f_{sr} \leq 1, \quad \forall s \in S$$

$$\sum_{s \in S} \sum_{r \in R_s} c_{sr} \rho_s f_{sr} \leq 1$$

Proof:

Let $\sigma_{ir}$ be the amount of time during $[\tau_i, \tau_i + \sigma_i(T)]$ that the $i$-th user $(\tau_i \leq T)$ is assigned rate $r \in R_{s(i)}$. Let $x_{sr} = \sum_{i \in \mathcal{I}(s,T)} \sigma_{ir}$ be the total amount of time during $[0,T]$ that any class-$s$ user is assigned rate $r \in R_s$. Noting that $U_s(0) \equiv 0$, $A_i(0,T)$ may be written as $\sum_{r \in R_{s(i)}} \sigma_{ir} U_s(r)$, and thus

$$\sum_{i=1}^{I(T)} A_i(0,T) = \sum_{s \in S} \sum_{r \in R_s} x_{sr} U_s(r).$$

Invoking the rate constraints (3) and observing that $\sum_{r \in R_s} \sigma_{ir} \leq \sigma_i(T) \leq \sigma_i$, we obtain

$$\sum_{r \in R_s} x_{sr} \leq \sum_{i \in \mathcal{I}(s,T)} \sigma_i, \quad s \in S.$$
Further, integrating the capacity constraints (4) over \( t \in [0, T] \), we obtain
\[
\sum_{s \in S} \sum_{r \in \mathcal{R}_s} c_s r x_{sr} \leq T. \tag{9}
\]
Thus, any rate assignment solution that satisfies constraints (3) and (4) will satisfy constraints (8) and (9) as well. We conclude that \( OPT_0(T) \) is bounded from above by the maximum value of \( \sum_{s \in S} \sum_{r \in \mathcal{R}_s} x_{sr} U_s(r) \) subject to the constraints (8) and (9), which concludes the proof of the first statement of the proposition.

In order to establish the second statement, we note that, introducing variables \( f_{sr} = x_{sr}/(\rho_s T) \), the linear program \( LP-UB-D(T) \) may be equivalently stated as
\[
\max_{[(f_{sr})_{s \in S, r \in \mathcal{R}_s}] \in \mathbb{R}_+^{\mathcal{S} \times \mathcal{R}_s}} \sum_{s \in S} \sum_{r \in \mathcal{R}_s} \rho_s f_{sr} U_s(r)
\]
subject to
\[
\sum_{r \in \mathcal{R}_s} \rho_s f_{sr} \leq \frac{1}{T} \sum_{i \in \mathcal{I}(s, T)} \sigma_i, \quad \forall s \in S
\]
and
\[
\sum_{s \in S} \sum_{r \in \mathcal{R}_s} c_s r \rho_s f_{sr} \leq 1.
\]

The key renewal theorem and the law of large numbers imply that
\[
\frac{1}{T} \sum_{i \in \mathcal{I}(s, T)} \sigma_i \rightarrow \rho_s \text{ in probability as } T \rightarrow \infty.
\]
Applying Theorem 2.1 in [12] then completes the proof.

As reflected in the proof of the above proposition, the linear program \( LP-UB-D \) may be interpreted as follows. The decision variables \( f_{sr} \) represent the fractions of class-\( s \) users that are assigned rate \( r \in \mathcal{R}_s \), so their sum cannot exceed unity as expressed by constraint (6). Further observe that \( \rho_s \) is the mean number of class-\( s \) users with an active request at an arbitrary epoch. Thus the objective function (5) represents the expected utility rate at an arbitrary epoch, while the constraint (7) stipulates that the ‘load’, i.e., the expected total capacity requirement, cannot exceed unity.

IV. ASYMPTOTIC OPTIMALITY

We now proceed to show that under Assumptions A2 and B the upper bound \( OPT-UB-D \) for the long-term average utility rate as provided in Proposition 1 is asymptotically achievable (in a ratio sense) in a regime where the offered traffic and transmission capacity grow large in proportion. More specifically, let us consider a sequence of systems, each indexed by a positive integer \( n \). Each system has the same set of user classes \( S \), the same rate sets \( \mathcal{R}_s \), and the same utility functions \( U_s(\cdot) \). In the \( n \)-th system the class-\( s \) capacity requirement is \( c_{\text{sr}}(n) = c_s/n \) and the arrival rate and mean service time are such that \( \rho_{\text{sr}}(n) = \lambda_{\text{sr}}(n)/\beta_{\text{sr}}(n) = n\rho_s \). Let \( OPT-UB-D(n) \) be the optimal value of the linear program \( LP-UB-D \) for the \( n \)-th system. Since the number of ‘potentially’ active users evolves as the number of customers in an infinite-server queue, it follows that the system is regenerative. The renewal-reward theorem then implies that the long-term average utility rate \( U_{\pi}^{(n)} \) achieved in the \( n \)-th system by a stationary policy \( \pi \) exists.

**Proposition 2.** Under Assumption A2 and B, there exist stationary policies \( \pi \) such that
\[
\lim_{n \to \infty} \frac{U_{\pi}^{(n)}}{OPT-UB-D(n)} = 1,
\]
and in particular suitably defined complete partitioning and complete sharing policies are asymptotically optimal in the above sense.

**Proof:**

Proposition 1 implies \( U_{\pi}(n) \leq OPT-UB-D(n) \) for all \( n \).

Also, substituting \( c_{\text{sr}}(n) = c_s/n \) and \( \rho_{\text{sr}}(n) = n\rho_s \) in the linear program \( LP-UB-D \) for the \( n \)-th system yields \( OPT-UB-D(n) = n \times OPT-UB-D \). Thus it suffices to show that \( \lim_{n \to \infty} \frac{U_{\pi}(n)}{n \times OPT-UB-D} \geq 1 \) for some specific policy \( \pi \).

There are several policies \( \pi \) for which the latter can shown, in particular complete partitioning and complete sharing policies.

(i) (Complete Partitioning)

For every class-rate pair \((s, r)\), define \( C_{\text{sr}}(n) = |n\rho_s f_{\text{sr}}^*| \), where \( (f_{\text{sr}}^*)_{s \in S, r \in \mathcal{R}_s} \) is an optimal solution to the linear program \( LP-UB-D \). (Usually, only \(|S| + 1 \) of these variables will in fact be non-zero, as will be shown later.) Consider a policy \( \pi \) which assigns an arriving class-\( s \) user a nominal rate \( r \in \mathcal{R}_s \) with probability \( f_{\text{sr}}^* \) or rate 0 with probability \( 1 - \sum_{r \in \mathcal{R}_s} f_{\text{sr}}^* \). In the \( n \)-th system a user with a non-zero rate assignment is then admitted and provided that rate for its entire duration, if the total number of class-\( s \) users with that rate assignment remains below \( C_{\text{sr}}(n) \), or otherwise rejected. Note that the aggregate capacity requirement for admitted users in the \( n \)-th system is bounded from above at all times by
\[
\sum_{s \in S} \sum_{r \in \mathcal{R}_s} c_{\text{sr}}(n) r C_{\text{sr}}(n) \leq \sum_{s \in S} \sum_{r \in \mathcal{R}_s} c_s r \rho_s f_{\text{sr}}^* \leq 1,
\]
by virtue of (7), ensuring that the capacity constraints are obeyed. In effect, this yields \( K \) (or typically only \(|S| + 1 \)) independent Erlang-B loss systems with offered loads \( n\rho_s f_{\text{sr}}^* \) and capacities \( C_{\text{sr}}(n) \). Since each of these systems is critically loaded, it can be easily shown that the blocking probabilities for each of the class-rate pairs \((s, r)\) tend to zero as \( n \to \infty \). Thus, for any \( \epsilon > 0 \), the expected number of active class-\( s \) users with rate assignment \( r \in \mathcal{R}_s \) in the \( n \)-th system will be larger than \((1 - \epsilon)n\rho_s f_{\text{sr}}^* \) for \( n \) sufficiently large. Noting that the utility enjoyed by each of these users is \( U_s(r) \), we deduce
\[
U_{\pi}(n) \geq (1 - \epsilon)n \sum_{s \in S} \sum_{r \in \mathcal{R}_s} \rho_s f_{\text{sr}}^* U_s(r) = (1 - \epsilon)n \times OPT-UB-D,
\]
for \( n \) sufficiently large, implying
\[
\lim_{n \to \infty} \frac{U_{\pi}(n)}{n \times OPT-UB-D} \geq 1 - \epsilon.
\]
Since \( \epsilon > 0 \) can be taken arbitrarily small, the statement follows.

(ii) (Complete Sharing)

Consider a policy \( \pi \) which assigns an arriving class-\( s \) user a nominal rate \( r \in \mathcal{R}_s \) with probability \( f_{\text{sr}}^* \) or rate 0 with probability \( 1 - \sum_{r \in \mathcal{R}_s} f_{\text{sr}}^* \). In the \( n \)-th system a user with a non-zero rate assignment is then admitted and provided that rate for its entire duration, if the total capacity required by all active users remains below 1, or otherwise rejected. In
effect, this yields an Erlang loss system with $K$ (or typically only $|S| + 1$) classes with offered loads $n\rho_s f^*_s$ and per-user capacity requirements $r_c$, and total available capacity $n$. Since $\sum_{s \in S} \sum_{r \in \mathcal{R}_s} c_s \rho_s f^*_s \leq 1$ by virtue of (7), this system is at most critically loaded, and it can be easily shown that the blocking probabilities for each of the class-rate pairs $(s, r)$, $s \in S$, $r \in \mathcal{R}_s$, tend to zero as $n \to \infty$. The statement then follows in a similar way as in the previous case.

As reflected in the proof of the above proposition, asymptotic optimality is achieved by ‘static’ rate assignment policies, which either deny service to a user or assign it a fixed rate independent of the state of the system at the time of arrival, without requiring advance knowledge of the duration. The latter features make such policies straightforward to implement. While the specific complete partitioning and complete sharing policies may not be ideal from a practical perspective, the asymptotic optimality of static rate assignment policies yields a useful principle for the design of heuristic approaches. The only caveat is that solving the linear program LP-UB-D requires knowledge of the relevant channel and traffic parameters. In practice, several of these parameters will be subject to uncertainty and variation over time, raising all sorts of estimation challenges. We will later revisit these issues and present parsimonious, online policies which retain the simplicity of a static rate assignment, but do not require any explicit knowledge or estimates of the traffic statistics.

V. STRUCTURAL PROPERTIES OF (ASYMPTOTICALLY) OPTIMAL POLICIES

As an initial step towards the design of parsimonious, online rate assignment algorithms we now proceed to examine the structural properties of the optimal solution to the linear program LP-UB-D. It will be convenient to use the representation $\mathcal{R}_s = \{r^{(1)}_s, r^{(2)}_s, \ldots, r^{(M_s)}_s\}$, with $r^{(1)}_s < r^{(2)}_s < \ldots < r^{(M_s)}_s$.

In the case that $\sum_{s \in S} c_s \rho_s f^*_s \leq 1$, the optimal solution is easily seen to be $f^*_s = 1$ for all $s \in S$, and we henceforth assume that $\sum_{s \in S} c_s \rho_s f^*_s > 1$.

For compactness, we also introduce the notation $\Delta U_{sm} = U_s(r^{(m)}_s) - U_s(r^{(m-1)}_s)$ and $\Delta R_{sm} = r^{(m)}_s - r^{(m-1)}_s$, with $r^{(0)}_s = 0$. Denote $x_s = f^*_s(m)$ and $y_s = \sum_{n=1}^{M_s} x_n$. Noting that $\sum_{s \in S} f_s U_s(r) = \sum_{m=1}^{M_s} \Delta U_{sm} y_s$, we then follow that the variables $f_s$ in fact constitute an optimal solution.

The above lemma shows that determining the asymptotically optimal rate assignment fractions is no harder than solving the equation $L_D(w) = 1$. The only caveat is that the coefficients of the latter equation involve various channel and traffic parameters. While the rate sets $\mathcal{R}_s$ and the capacity requirements $c_s$ can essentially be thought of as a matter of definition (specification of classes), the corresponding amounts of offered traffic $\rho_s$ would in practice typically involve uncertainty and variation over time, raising measurement-related trade-offs. Instead we will therefore develop adaptive, online algorithms which do not require any explicit knowledge or estimates of the traffic statistics.

VI. DESIGN OF ADAPTIVE RATE ALLOCATION POLICIES

We now discuss how the insights in the structural properties of the optimal solution to the linear program LP-UB-D can be exploited to design adaptive, online rate assignment policies.

A. Preliminary results

We first use the structural properties obtained in Section V to establish that the asymptotically optimal rate assignments $f^*_s$ only depend on the offered traffic through a single scalar variable $\theta^*$. This fact will play an instrumental role in the design of adaptive rate assignment algorithms.
Let $G(\cdot)$ be a function on $\mathcal{W}$ (as defined in Section V) of the form

$$G(w) = h_0 + \sum_{k=1}^{K_R} h_k(w_k),$$

where $h_0$ is a constant coefficient and each of the functions $h_k(\cdot)$ is strictly decreasing and continuous. Further denote $\theta_{\min} = G(1_{K_R}) = h_0 + \sum_{k=1}^{K_R} h_k(1)$ and $\theta_{\max} = G(1_0) = h_0 + \sum_{k=1}^{K_R} h_k(0)$, where $1_k$ is the $K_R$-dimensional vector whose first $k$ components are 1 and whose remaining $K_R - k$ components are 0, $k = 0, \ldots, K_R$.

**Lemma 2.** The function $G(\cdot)$ is injective, i.e., for any $\theta \in [\theta_{\min}, \theta_{\max}]$, there exists a unique $w(\theta) = G^{-1}(\theta) \in \mathcal{W}$ such that $G(w(\theta)) = \theta$, which may be obtained as

$$w_k(\theta) = \begin{cases} 1, & k = K_R; \\ h^{-1}_{K_R}(\theta - G(1_{K_R}(\theta)) + h_{K_R}(\theta)(1)), & k = K_R; \\ 0, & k > K_R. \end{cases}$$

with

$$K_R(\theta) = \min\{k : 1 \leq k \leq K_R, G(1_k) \leq \theta\}.$$

Based on the above lemma, we introduce assignment fractions $f_{sr}(\theta)$ defined in terms of the variables $w_k(\theta)$ using (11)–(12). Also, define $L_D(\theta) = \sum_{s \in S} \sum_{r \in R_s} c_s r_p f_{sr}(\theta)$ as the ‘load’ associated with $\theta$. Denote by $L^\text{max} = \sum_{s \in S} \sum_{r \in R_s} c_s r_p^\text{max}$ the maximum possible load, i.e., the load if all users were assigned the highest possible rate for their respective classes. Further define

$$\theta^* = \min\{\theta \in [\theta_{\min}, \theta_{\max}] : L_D(\theta) \leq 1\}.$$

The next lemma collects a few useful properties of the function $L_D(\cdot)$.

**Lemma 3.** (i) The function $L_D(\cdot)$ is strictly decreasing and continuous on $[\theta_{\min}, \theta_{\max}]$, with $L_D(\theta_{\min}) = L^\text{max}$ and $L_D(\theta_{\max}) = 0$; (ii) if $L^\text{max} < 1$, then $\theta^* = \theta_{\min}$; (iii) if $L^\text{max} \geq 1$, then $L_D(\theta^*) = 1$.

The next lemma provides a useful optimality result based on Lemmas 1 and 3.

**Lemma 4.** The variables $f_{sr}(\theta^*)$ constitute an optimal solution to the linear program $LP-UB-D$.

B. An adaptive rate allocation scheme: ARA-D

Lemma 4 reduces the problem of determining the asymptotically optimal rate assignments to that of finding the value of $\theta^*$ with associated load $L_D(\theta^*) = 1$. We now proceed to develop an adaptive scheme for performing the latter task in an online manner without any explicit knowledge of the amounts of offered traffic $\rho_s$. For convenience, we take the function $G(\cdot)$ to be affine,

$$h_k(w_k) = w_k (Q_R(k) - Q_R(k-1)).$$

where $Q_R(k) = Q(s, m)$ for $(s, m) \in \pi^{-1}_R(k)$, $1 \leq k \leq K_R$, and the coefficient $h_0$ is set to some arbitrary value $Q_R(0) > Q_R(1)$. In particular, $\theta_{\min} = G(1_{K_R}) = Q_R(1)$ and $\theta_{\max} = G(1_0) = Q_R(0)$. We henceforth make the further natural assumption that any rates that cannot possibly be supported have been removed from the rate sets, i.e., $r^r_{s}(M_r) \leq 1/c_s$ for all $s \in S$.

The main thrust of the adaptive scheme is to treat $\theta$ as a control parameter and use estimates of $L_D(\theta)$ to drive it towards the value $\theta^*$ for which $L_D(\theta^*) = 1$. There are obviously various potential ways in which the value of $\theta$ can be adapted and in which $L_D(\theta)$ can be estimated. The specific scheme that we develop below, termed ARA-D, has the key advantage that it naturally extends to scenarios where no discrete user classes are specified as will be briefly discussed in Subsection VI-D.

The ARA-D scheme is comprised of two closely coupled components: the rate assignment component ARA-DR($\theta$) and the $\theta$-learning component ARA-DA. The ARA-DR($\theta$) component uses the $\theta$ values produced by the ARA-DA component to assign a nominal rate to each arriving user. In turn, the ARA-DA component adapts the $\theta$ values based on observations of the occupancy rate generated by the rate decisions of the ARA-DR($\theta$) component, and serves to find the value $\theta^*$ for which $L_D(\theta^*) = 1$.

We now proceed to describe both components of the ARA-D scheme in more detail. Denote by $N_{sr}(t)$ the number of class-$s$ users provided rate $r$ in the system at time $t$. Define the free capacity at time $t$ as

$$m(t) = 1 - \sum_{s \in S} \sum_{r \in R_s} c_s r N_{sr}(t).$$

**ARA-DR($\theta$)**

Given the value of the control parameter $\theta$, ARA-DR($\theta$) assigns an arriving class-$s$ user a nominal rate $r \in R_s$ with probability $f_{sr}(\theta)$ as defined previously. Denote by $\tau_i$ the value of $\theta$ used for the $i$th arriving user with arrival epoch $\tau_i$, and denote by $R_i$ the nominal rate assigned to that user. If $R_i$ is either zero or larger than the capacity constraint allows for, i.e., $c_s R_i > m(\tau_i)$, then the $i$th user is blocked, i.e., $r_i(t) = 0$ for all $t \in [\tau_i, \tau_i + \sigma_i]$. Otherwise, the $i$th user is admitted and provided rate $R_i$ for its entire duration.

Note that the assignment fractions $f_{sr}(\theta)$ can be efficiently calculated given the value of $\theta$ for the above choice of $G(\cdot)$. Specifically, we have $K_R(\theta) = \min\{1 \leq k \leq K_R : Q_R(k) \leq \theta\}$. Users of the class(es) $s \in S$ for which there is an $m_s(\theta) \in \{1, \ldots, M_s\}$ such that $(s, m_s(\theta)) \in \pi^{-1}_R(K_R(\theta))$, are assigned a nominal rate $r^r_{s}(m_s(\theta))$ with probability

$$\frac{Q_R(K_R(\theta) - 1) - \theta}{Q_R(K_R(\theta) - 1) - Q_R(K_R(\theta))}$$

or rate $r^r_{s}(m_s(\theta) - 1)$ otherwise. Users of all the other classes $s \in S$ are always assigned a nominal rate $r^r_{s}(m_s(\theta))$, where $m_s(\theta) = \max\{0\} \cup \{m : 1 \leq m \leq M_s, Q_{sm} > \theta\}$, i.e., the largest rate $r^r_{s}(m)$ (or possibly zero) for which the marginal payoff $Q_{sm}$ is no less than $\theta$, or equivalently $Q_R(K_R(\theta))$. 
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The role of ARA-DA is to use estimates of $L_D(\theta)$ to adapt the control parameter $\theta$ and drive it to the value $\theta^*$ such that $L_D(\theta^*) = 1$. The key challenge here is that the occupancy state only provides an indication of the carried traffic, and that blocking must be properly taken into account to obtain an (unbiased) estimate of the actual offered traffic. In order to achieve that, we will use a tagging procedure, and tag the $i$th user when the free capacity $m(r^-)$ at the arrival epoch of that user is larger than $m_{\text{min}} = \max_{s \in S} c_s r_s (M_s) \leq 1$. This choice implies that every user getting tagged will either be admitted, or assigned a zero rate and be blocked. In other words, blocked users with non-zero nominal rate assignments will never be tagged. This ensures that the nominal rates assigned to tagged users can be tracked without having to monitor blocked users.

Let the 0–1 variable $T_i = I_{(m(r^-) \geq m_{\text{min}})}$ indicate whether the $i$th user is tagged or not. Denote by $N_{sr}(t)$ the number of tagged class-$s$ users provided rate $r$ at time $t$. Define the load associated with tagged users at time $t$ as

$$\hat{\alpha}(t) = \sum_{s \in S} \sum_{r \in R_s} c_s r N_{sr}(t),$$

which can be readily calculated without maintaining any detailed state information or tracking blocked users.

When the $j$th user arrives, ARA-DA computes the value $\theta_{j+1}$ as follows

$$\theta_{j+1} = \left[ \theta_j + \epsilon \left( \hat{\alpha}(r^-) - \hat{T}_j \right) \right]^{\theta_{\text{max}}} - \theta_{\text{min}}, \quad (13)$$

with step size $\epsilon > 0$, an arbitrary initial value $\theta_1$, and $[x]^b_a$ equal to $a$, $x$ or $b$ if $x < a$, $a \leq x \leq b$ or $x > b$, respectively. Although the value of $\theta_{j+1}$ is already known at the time of the arrival of the $j$th user, it is worth stressing that ARA-DR ‘lags’ by one time step, in the sense that the value of $\theta_j$ is used for its nominal rate assignment.

As may be recognized in the update rule (13), ARA-DA balances the load associated with the tagged users with the fraction of users which are tagged. This, in turn, steers the load of the system to unity and drives the value of $\theta$ to $\theta^*$, as will be proved next under some suitable assumptions.

### C. Convergence proof

Throughout we make Assumption A2 (Poisson arrival processes) and a slightly strengthened version of Assumption B, namely that the service times of the various users are independent and have phase-type distributions. The class of phase-type distributions is well-known to be dense in the set of all distributions for positive random variables.

In order to establish convergence, we need to consider the stationary behavior of the system if it operated under ARA-DR($\theta$) with a fixed value $\theta$. Specifically, let $\hat{\alpha}(\theta)$ be the fraction of users which get tagged and let $(N_{sr}^\theta)_{s \in S, r \in R_s}$ be a random vector with the stationary distribution of the occupancy state. Then the PASTA property implies

$$\hat{\alpha}(\theta) = \lim_{j \to \infty} \frac{\sum_{j=1}^J \hat{T}_j}{J} = P \left[ \sum_{s \in S} \sum_{r \in R_s} c_s N_{sr}^\theta, r \leq 1 - m_{\text{min}} \right].$$

Now consider the following projected ordinary differential equation (see Section 4.3 of [20]) which captures the smoothed evolution of $(\theta_j)_{j \geq 1}$ under the update rule (13):

$$\frac{d\theta(t)}{dt} = \hat{\alpha}(\theta(t)) (L_D(\theta(t)) - 1) + z(\theta(t)),$$

where

$$z(\theta) = \begin{cases} -\hat{\alpha}(\theta_{\text{min}}) (L_D(\theta_{\text{min}}) - 1), \quad \text{if } L_D(\theta_{\text{min}}) < 1, \ \theta = \theta_{\text{min}}; \\ 0, \quad \text{otherwise.} \end{cases}$$

Note that $|L_D(\theta) - 1|_+^+ \leq \theta$ may be interpreted as the excess load when operating under a fixed value $\theta$. For each $t$, the function $z(\theta)$ is nonnegative, and guarantees that $\frac{d\theta(t)}{dt} \geq 0$ for $\theta(t) = \theta_{\text{min}}$, thus ensuring that $\theta(t)$, like $\theta_j$, cannot fall below $\theta_{\text{min}}$.

**Lemma 5.** For any initial value $\theta(0) \in [\theta_{\text{min}}, \theta_{\text{max}}]$,

$$\lim_{t \to \infty} \theta(t) = \theta^*.$$

The proof uses a Lyapunov function $V(\theta) = \frac{1}{2} (\theta - \theta^*)^2$. The asymptotic stability can then be established using that $\frac{dV(\theta(t))}{dt} \leq -\hat{\alpha}(\theta(t)) (\theta(t) - \theta^*) (L_D(\theta(t)) - 1)$ in conjunction with Lemma 3 and continuity of the functions $L_D(\cdot)$ and $\hat{\alpha}(\cdot)$. Because of page constraints, the details are omitted.

The next theorem states that for a small enough step size $\epsilon$ and sufficiently large number of iterates, virtually all of the iterates obtained by the ARA-D scheme will belong to an arbitrarily close neighborhood of $\theta^*$.

**Theorem 1.** For any $\delta_0 > 0$, the fraction of iterates $(\theta_j)_{1 \leq j \leq T/\epsilon}$ that take values in $[\theta^* - \delta_0, \theta^* + \delta_0]$ goes to one in probability as $\epsilon \downarrow 0$ and $T \to \infty$.

The proof relies on Theorem 4.1 in Chapter 8 of [20] and the asymptotic stability of $\theta^*$ established in Lemma 5. The main task is to verify that all the conditions of Theorem 4.1 are satisfied in the present setting, which is tedious but not difficult. Because of page limitations, the details are omitted.

### D. Alternative schemes: ARA-A

As noted earlier, under ARA-DR($\theta$) the users of most classes are assigned the largest possible nominal rate for which the marginal payoff is strictly higher than $\theta$, or equivalently $Q_R(K_{\theta}(\theta))$. Typically only some users of one particular class receive a larger nominal rate assignment so as to make full use of the available capacity. This is also borne out by the fact that $Q_R(K_{\theta}(\theta^*))$ can be shown to be the optimal dual variable corresponding to the capacity constraint (10). This suggests the following somewhat simpler alternative rate assignment scheme, which we will refer to as ARA-AR($\theta$).

Given the value of the control parameter $\theta$, ARA-AR($\theta$) assigns an arriving class-$s$ user a nominal rate 0 if $Q_{s1} < \theta$ and $r_s(\theta) = \max \{ r_s^{(m)} : Q_{sm} \geq \theta \}$ otherwise. The latter scheme has the key advantage that the rate assignment does not involve any parameters of other user classes, and can be applied in conjunction with ARA-DA as described before.
yielding the scheme ARA-A. In particular, interpreting $Q_{syn}$ as a left-derivative, ARA-AR naturally extends to scenarios where no discrete user classes are specified, which can easily be handled in ARA-DA as well.

VII. SIMULATION RESULTS

In this section, we examine the performance of the ARA-D and ARA-A schemes through simulations. We are not aware of any benchmark schemes for allocating target rates in the presence of user dynamics, and a comparison with a default Proportional Fair mechanism as implemented in most cellular networks today would not seem fair. Also, the actual optimal policy is computationally intractable, even assuming the dynamics to be Markovian and all parameters fully known. Hence, we will compare the performance of the ARA-D and ARA-A schemes with the upper bound OPT-UB-D. The fact that the gap proves to be relatively small, demonstrates that no significant gains can be achieved by alternate strategies, even if we completely disregard the penalty for rate variability that such policies might incur in order to improve the average rate utility. In the simulation experiments we do not explicitly consider the impact of variability in the actual delivered throughput and playout rate due to opportunistic scheduling and adaptation at the video client and server. Since the ARA-A and ARA-D schemes never overallocate or change the initial target rate assigned to a given user, it is plausible however that they provide greater rate stability than any alternative scheme.

We consider a system with five classes of users indexed by $S = \{1, 2, 3, 4, 5\}$. Class-$s$ users arrive as a Poisson process of rate $\lambda_s = n\lambda$, and we vary the scaling coefficient $n$ and $\lambda$ for different simulations. The mean service time for each class is 300 seconds (hence, $\rho_s = 300\lambda/n$ for each class $s \in S$). Service times of users of classes 2 and 4 are deterministic (i.e., are equal to 300 seconds) and those of users of classes 1, 3 and 5 are exponentially distributed. Furthermore, $s^{(n)} = c_s/n = 1/(p_s n)$ for each class $s \in S$, with $[p_1 p_2 p_3 p_4 p_5] = [7.5 6 4.5 3 1.5]$ Mbps. With these parameter settings, a representative value of the scaling coefficient would be around $n = 10$, and even $n = 20$ may not be unreasonable from the viewpoint of typical cell peak rates ranging from tens to hundreds of Mbps in 4G LTE systems. The respective rate sets are as follows: $R_1 = [0.1 0.2 0.4 0.8]$ Mbps, $R_2 = [0.2 0.3 0.5 0.8 1]$ Mbps, $R_3 = [0.3]$ Mbps, $R_4 = [0.1 0.3 0.5 0.7]$ Mbps, and $R_5 = [0.1 0.2 0.3]$ Mbps. We let $U_s(r) = log_e(1 + 10r)$ where $r$ is measured in Mbps.

Choices for the value of $\epsilon$ were determined in an empirical way, and we chose $\epsilon = 0.1n$ throughout. Selecting a good $\epsilon$ involves a tradeoff between the tracking ability and the ability to guide $\theta_j$ towards $\theta^*$. Small values of $\epsilon$ ensure that $\theta_j$ stays close to $\theta^*$. However if the system parameters change over time, reasonably large values of $\epsilon$ allow the ARA-D and ARA-A schemes to track changes in the parameters. Also, note that good choices for $\epsilon$ will typically depend on system parameters like the amounts of offered traffic $p_s$, the utility functions $U_s(\cdot)$ and the capacity requirements $c_s$ as well. This is due to the fact that $\epsilon$ controls the responsiveness of the update rule (13) which guides $\theta_j$ towards $\theta^*$, which in turn keeps the system load close to unity. However, the local sensitivity of the system load near $\theta^*$ depends on $\theta^*$ (for instance, see Fig. 1), and hence depends on these system parameters.

In Fig. 2, we compare the average user QoE of ARA-D and ARA-A with the upper bound OPT-UB-D/ $\sum_{s \in S} p_s^{(n)}$ for different values of the scaling coefficient $n$. The top and bottom charts correspond to $\lambda = 0.01$ and $\lambda = 0.02$, respectively. Each point is obtained by simulating 10 hours of system time. As the results indicate, for both schemes the performance is close to the upper bound, within 10% for realistic values of $n$ as small as 5 to 10.
over time of $\theta_i$ and the estimate of the time-average QoE respectively associated with a sample path for $\lambda = 0.02$ and $n = 8$. These figures illustrate typical initial transient and steady-state behavior of $\theta_i$ under ARA-D. We observed similar behavior under ARA-A also.

Fig. 3. Evolution over time of $\theta_i$ (top figure) and time average QoE (bottom figure) under ARA-D for $\lambda = 0.02$, $n = 8$.

Next, we investigate the tracking ability of ARA-D. Fig. 4 depicts the evolution of $\theta_i$ under ARA-D for $n = 8$ and a time-varying arrival rate $\lambda(t) = 0.02\alpha(t)$, with $\alpha(t)$ as depicted in the lower half of the figure. We observe that ARA-D is able to track the time-varying loads well (refer to Fig. 1 also), and add that ARA-A exhibited similar tracking ability.

Fig. 4. ARA-D: Evolution of $\theta_i$ under dynamic offered traffic

VIII. CONCLUSION

We have addressed the problem of optimal rate allocation for video streaming in wireless networks with user dynamics, and developed online, parsimonious algorithms with provable convergence properties and performance guarantees. In future work we plan to extend the work to account for capacity variations due to slow fading as caused by user mobility.
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