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Abstract—A fundamental problem in 802.11 wireless networks is to accurately determine the cause of packet losses. This becomes increasingly important as wireless data rates scale to Gbps, where lack of loss differentiation leads to higher loss in throughput. Recent and upcoming high-speed WLAN standards, such as 802.11n and 802.11ac, use frame aggregation and block acknowledgements for achieving efficient communication. This paper presents BLMon, a framework for loss differentiation, that uses loss patterns within aggregate frames and aggregate frame retries to achieve accurate and low overhead loss differentiation. Towards this end, we carry out a detailed measurement study on a real testbed to ascertain the differences in loss patterns due to noise, collisions, and hidden nodes. We then devise metrics to quantitatively capture these differences. Finally, we design BLMon, which collectively uses these metrics to infer the cause of loss without requiring any out-of-band communication, protocol changes, or customized hardware support. BLMon can be readily deployed on commodity devices using only driver-level changes at the sender-side. We implement BLMon in the ath9k driver and using real testbed experiments, show that it can provide up to 5× improvement in throughput.

I. INTRODUCTION

Packet losses in 802.11 wireless networks can occur due to noisy channel conditions (e.g., signal attenuation, fading), collisions or hidden nodes\(^1\). A fundamental problem in these networks is to accurately infer the cause of a packet loss as it determines the corresponding action to be taken at the link-layer. For example, in case of collisions, the exponential backoff algorithm should be invoked, under noisy channel conditions, the bit rate adaptation algorithm should be used, and under hidden nodes, RTS/CTS may be enabled [1], [2].

The inability of a wireless sender to differentiate between losses in real-time causes unnecessary exponential backoffs (e.g., in case of noise-related losses), lowering of bit rate (e.g., due to collisions), and increase in collision probability in case of hidden nodes\(^2\), all of which degrades throughput [1], [3]. With increases in physical layer (PHY) data rates, from hundreds of Mbps in 802.11n [4] to over Gbps in 802.11ac [5], this degradation becomes more significant as unnecessary exponential backoffs and the use of non-optimal bit rates lead to higher loss of throughput [6].

This paper presents BLMon (Burst Loss Monitor), a low overhead loss differentiation scheme for high-speed wireless local area networks (WLANs) such as 802.11n and 802.11ac. BLMon achieves accurate loss differentiation without requiring any protocol changes, customized hardware support, or out-of-band communication. It can be readily deployed in commodity devices as it only requires driver-level changes at the sender-side. BLMon achieves these properties by leveraging frame aggregation and block acknowledgements (block-ACK); key features used by 802.11n and emerging standards, such as 802.11ac, for achieving high MAC-layer efficiency [6]. With frame aggregation, multiple frames (or MPDUs) are packed into an aggregate frame (called A-MPDU) and sent as a single transmission. The success or failure of each frame is computed upon the receipt of a blockACK. BLMon uses the joint distribution of these metrics to infer the cause of a packet loss.

In particular, we find that frame losses due to noise tend to be scattered within A-MPDUs whereas collisions and hidden nodes lead to bursty losses. In addition, while most A-MPDUs experience small number of retries (usually less than two) due to noise and collisions, large number of retries are observed in case of hidden nodes. A-MPDUs retries are small in case of noise because the PHY header/preamble is sent at a basic rate which is lower than data rates, thus making A-MPDU retries less likely even when the packet error rate (PER) for data packets is very high [4]. In case of collisions, the backoff algorithm of 802.11, which de-synchronizes transmissions using randomization, reduces the probability of successive collisions. With hidden nodes, most A-MPDUs experience large number of successive collisions for two reasons: (a) The absence of carrier sense allows an overlapping transmission to arrive at any time during an ongoing transmission. (b) An A-MPDU in 802.11n can carry up to 64 frames (as opposed to one in 802.11a/b/g). The longer duration of a transmission, coupled with physical layer capture, leads to large number of A-MPDU retries. We systematically validate these observations by carrying out an extensive measurement study on a real 802.11n testbed containing heterogeneous quality links.

To quantitatively capture the differences in frame loss patterns and A-MPDU retries, we propose novel metrics, that are computed upon the receipt of a blockACK. BLMon uses the joint distribution of these metrics to infer the cause of a loss. While our evaluation focuses on 802.11n, the proposed scheme is applicable to any standard that supports frame aggregation.
and blockACKs.

Several schemes have been proposed in the past for wireless loss differentiation [1], [2], [7], [8], [9], [10], [11]. While most of these schemes target 802.11a/b/g networks, they can be used with 802.11n/ac. SoftRate [1] uses per-bit confidences from the physical layer to determine interference-free BER but requires customized hardware support. COLLIE [2] uses bit-error patterns in receptions to isolate collisions from a weak signal. However, to do this, a COLLIE receiver relays the entire frame to the sender for pattern analysis, incurring significant overhead. In [7] and [8], authors use fragmentation or RTS/CTS for loss differentiation but it is well-known that using them can result in significant overhead, especially at high data rates [1], [11]. In addition, [7] also uses PIFS; a non-standard inter-frame spacing for 802.11 DCF. In RRAA [9], RTS/CTS is adaptively enabled to differentiate between losses. However, it also incurs the overhead of RTS/CTS. MiRA [11] and [10] use frame loss patterns for differentiation but do not distinguish between losses due to collisions and hidden nodes. Thus, prior schemes either require customized hardware support, protocol changes, incur large overhead, or differentiate between only two kinds of losses.

BLMon overcomes all these limitations. It distinguishes between losses due to noise, collisions, and hidden nodes by using information already available at the sender without requiring customized hardware support or protocol changes. It incurs low overhead as it does not require any additional frame transmissions or the use of RTS/CTS or fragmentation.

Altogether, this paper makes the following contributions:

- **Detailed measurement study**: We conduct extensive experiments on a real 802.11n testbed to identify patterns in frame losses within A-MPDUs and A-MPDU retries and show that they can be leveraged for differentiating between losses due to noise, collisions, and hidden nodes. The measurement study considers diverse settings including heterogeneous quality links, range of bit rates, different number of spatial streams, etc.
- **Design of metrics**: We propose metrics to quantitatively capture the differences in frame loss patterns and analyze their effectiveness.
- **Design and analysis of BLMon**: We propose BLMon, a low overhead scheme, that collectively uses the proposed metrics to perform accurate loss differentiation under diverse scenarios.
- **Driver-based implementation and evaluation**: We implement BLMon (~80 lines of C code) in ath9k [12]; an open source driver for Atheros IEEE 802.11n based chipsets, and conduct extensive evaluation of BLMon across a range of scenarios including varying number of clients, mobility, application sending rates, and hidden nodes. Our results show that BLMon improves throughput by up to 5× with UDP and 1.9× with TCP.

The rest of this paper is organized as follows. We discuss background and our experimental platform in Section II. The measurement study is presented in Section III. Metrics and BLMon are presented in Sections IV and V, respectively, followed by evaluation in Section VI. We discuss related work in Section VII followed by some discussion in Section VIII. We offer concluding remarks in Section IX.

## II. BACKGROUND AND EXPERIMENTAL PLATFORM

In this section, we discuss some of the key features supported by 802.11n for improving performance over earlier standards. These features are shared by 802.11ac [5]; an emerging WLAN standard. We also describe our experimental platform in this section.

### Multiple-Input Multiple-Output (MIMO)

MIMO employs multiple transmit and receive antennas to achieve spatial diversity and spatial multiplexing. With spatial diversity, a single stream is sent over all antennas. It leverages the independent fading over multiple antenna links to enhance signal diversity. With spatial multiplexing, each antenna transmits independent and separately encoded, spatial stream [4].

### Frame Aggregation

Frame Aggregation: It amortizes the access overhead by combining several MAC Protocol Data Units (MPDUs) into an A-MPDU frame, which is sent as a single PHY Protocol Data Unit (PPDU).

### Block Acknowledgements (blockACK)

Block Acknowledgements (blockACK): With this mechanism, multiple MPDUs in an A-MPDU can be individually acknowledged in a single blockACK frame. The blockACK contains a 64-bit bitmap, where each bit represents the status (success or failure) of an MPDU.

### A. Experimental Platform

We conduct our experiments using Ubiquiti Litesatation as the AP based on Atheros AR 9160 2.4/5 GHz MAC/BB MIMO chipset. The clients are Core 2 Duo desktops that use PCI based TP-Link 802.11n cards having the Atheros AR5416 chipset. Both chipsets allow data rates of up to 130 Mbps and 300 Mbps for 20 MHz and 40 MHz channels, respectively. Frame aggregation and blockACKs are available and have been used in all experiments. Both AP and clients are of 3×3 antenna configuration and have 2 spatial streams. The AP has OpenWRT (Attitude Adjustment 12.09) installed on it whereas the clients run Ubuntu 12.04 but both are compiled to use Linux kernel 3.3.7. All nodes use the ath9k driver.

To sync wireless nodes, we use the Precision Time Protocol (PTP) [13]. The ath9k driver reports the number of MPDUs in an A-MPDU, number of MPDUs received with errors, number of retransmissions experienced by an A-MPDU, and whether a given A-MPDU experienced $xretries$, $xretries$ happen when the number of A-MPDU retries exceed the maximum retransmissions allowed (which is 4 by default in ath9k). The driver uses a maximum A-MPDU length of 32 MPDUs and accumulates 4 ms worth of data before beginning an A-MPDU transmission.

## III. ANALYSIS OF WIRELESS LOSSES

In this section, we conduct a detailed measurement study to analyze MPDU loss patterns within A-MPDUs and A-MPDU retries. Our results show that losses due to noise and collisions can be discerned based on the burstiness in MPDU losses whereas collisions and hidden nodes can be differentiated through A-MPDU retries and xretries.

### Testbed Setup

We conduct our experiments on an indoor testbed in a campus setting. Figure 4 shows the floor plan
of the building we use for running our experiments. Spots 0 to 6 represent different locations where the wireless nodes are placed. In several experiments, we fix the receiver at spot 0 and place senders at spots 1-5. When the sender is at spot i, we refer to the sender/receiver pair as Link-i, where i ∈ {1, 2, ..., 5}. For generality of results, the testbed is organized to contain a diverse mix of links including line-of-sight (e.g., Link-1) and non-line-of-sight links (e.g., Links 2-5), links with different distances (e.g., Link-3 and Link-5), and links that experience different fading and shadowing effects (e.g., Link-1 and Link-4). We use location 6 only for setting up experiments involving hidden nodes. While carrying out experiments, we ensure that no external interference source affects our experiments. All the reported experimental results were conducted with channel bonding (i.e., with 40 MHz channels) as done in [11].

Figure 1(a) shows the packet error rate (PER) on all links in our testbed for different MCS (Modulation and Coding Scheme) index values (see Table II). Note that these links cover a broad range of PERs that can occur in wireless networks ranging from 0.01% to 99% as shown in Table I.

We also conducted experiments without channel bonding but did not observe any significant performance difference. We omit those results due to space limitations.

A. Noise Loss Analysis

There are two important observations about these links: (a) When using the diversity-oriented, single-stream mode (corresponding to MCS values 3, 5, and 6 shown in Table II) or the spatial multiplexing driven, double-stream mode (corresponding to MCS values 11, 12, and 13), link PER increases as the MCS value increases. This happens because increasing the MCS value within each mode corresponds to an increase in the bit rate. (b) However, this monotonic increase in PER does not hold across modes e.g., the PER on Link-3 is much higher at MCS 6 than on MCS 12. Generally, links experience higher PERs in the spatial multiplexing as independent streams are sent on each antenna. This is consistent with the findings reported in [11]. Figure 1(b) shows the corresponding saturation throughput at various MCS values. Observe that at high MCS values, Link-3 and Link-5 achieve low throughput.

### Table I: Minimum and maximum PERs observed at testbed links.

<table>
<thead>
<tr>
<th>Link</th>
<th>PER(min,max)%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link1</td>
<td>(0.01,28)</td>
</tr>
<tr>
<td>Link2</td>
<td>(0.02,58)</td>
</tr>
<tr>
<td>Link3</td>
<td>(3.85, 29.68)</td>
</tr>
<tr>
<td>Link4</td>
<td>(2.98, 41.99)</td>
</tr>
<tr>
<td>Link5</td>
<td>(41.99, 100)</td>
</tr>
</tbody>
</table>

### Table II: 802.11n rates

<table>
<thead>
<tr>
<th>MCS index</th>
<th>Min (Mbps)</th>
<th>Mean</th>
<th>Modulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>15</td>
<td>15</td>
<td>16-QAM</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>16</td>
<td>16-QAM</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>21</td>
<td>64-QAM</td>
</tr>
<tr>
<td>11</td>
<td>32</td>
<td>32</td>
<td>64-QAM</td>
</tr>
<tr>
<td>12</td>
<td>34</td>
<td>34</td>
<td>64-QAM</td>
</tr>
<tr>
<td>13</td>
<td>36</td>
<td>36</td>
<td>64-QAM</td>
</tr>
</tbody>
</table>

Fig. 1: PER and average throughput on testbed links at different MCS values.

Fig. 2: CDF of consecutive MPDU losses within A-MPDUs across different testbed links and MCS values under noise.

Fig. 3: CDF of A-MPDU lengths on different testbed links and MCS values under noise.

Fig. 4: Floor plan
Link-4 and Link-5 had similar characteristics, we omit former due to space limitations.

1) Consecutive Losses: Figure 2 shows the cumulative distribution function (CDF) of the maximum number of consecutive losses within an A-MPDU across testbed links and Figure 3 shows the corresponding CDF of A-MPDU length. Observe that on Link-1 and Link-2, ~80% and ~70% of A-MPDUs experience less than 3 consecutive losses, respectively, across all MCS values. On Link-3 and Link-5, ~70% and ~60% of A-MPDUs experience less than or equal to 4 and 5 consecutive losses, respectively, for all MCS values except MCS 13. Note that on Link-3 and Link-5, the PER is 85% and 98%, respectively at MCS 13, which causes almost all frames within an A-MPDU to get lost. Across all links and MCS values, most A-MPDUs experience up to 4 consecutive losses as long as the PER is less than 80%.

2) A-MPDU Retries: Figure 5 shows the CDF of A-MPDU retries on testbed links at various MCS values. Observe that on Link-1 and Link-2, at least 93% of A-MPDUs do not experience any retries. On Link-3 and Link-5, ~75% of A-MPDUs do not experience any retries, and ~16% A-MPDUs are retried exactly once except at MCS 13. This happens because A-MPDUs are retried only when either the PHY header or the blockACK gets corrupted and each of these are more robust to channel errors compared to MPDUs. This is because the PHY header and the blockACKs are sent at basic rates which are lower than data rates [4]. Moreover, a higher basic rate is used for transmitting the PHY header when a higher corresponding data rate is used. Note that on Link-5, with MCS 13, ~25% of A-MPDUs are retried at least 3 times. This happens because now even the basic rate is not robust to channel errors. Note that across all links and MCS values, zero or negligible retries occurred.

These results show that with noise, the maximum number of consecutive losses remains small as long as the link PER is less than 80%. Most A-MPDUs experience either no retries or at most one retry except when the PER exceeds 70%. In addition, they experience either zero or negligible retries.

B. Collision Analysis

Using two senders that can carrier sense each other, we now perform collision experiments when they transmit to a common receiver. Note that in this case, a collision occurs when the backoff contention window of each sender becomes zero at the same time. We choose locations 0 and 2 for the senders and location 1 for the common receiver as shown in Figure 4. To establish ground truth about collisions, we record the sending time, \( t_s \), of each A-MPDU (before it is sent to the hardware for transmission) and the time of receipt, \( t_r \), of the corresponding blockACK at each sender. We refer to \([t_s, t_r]\) as the transmission window of an A-MPDU. A collision is inferred when there is an overlap in the transmission windows of two senders and the retry count for at least one of the senders is greater than zero. Note that the senders are time synced using PTP to ensure a clock skew of less than 10 \( \mu s \).

The Atheros-based wireless cards we use implement the Message-in-Message (MIM) functionality [14]. With MIM, if enough synchronization bits within the preamble are received correctly, the receiver locks on that packet and only attempts to decode a later overlapping packet if the packet is more than 10dB stronger than the first transmission [15]. This leads to two capture thresholds based on the timing of the signal.

When an A-MPDU collision occurs, a receiver observes one of the following: (1) an A-MPDU is received with zero or more frames in error and (2) an A-MPDU is not received. Scenario 1 occurs when a stronger signal from one transmitter dominates the other resulting in the correct reception of its signal due to PHY capture. The sender which loses in PHY capture now acts as an interferer to the winning sender’s transmission, which may lead to the corruption of MPDUs for the winning sender. The second scenario occurs in two cases: (a) when the relative signal strength for both the transmissions is approximately same, thus causing the corruption of the PHY header/preamble and (b) when a receiver is already locked onto a weak signal and then a stronger signal arrives. Due to PHY capture, the weaker signal may be dropped leading to A-MPDU loss.

1) Consecutive Losses: We first identify scenarios in which a sender’s signal wins in PHY capture. Figure 6 shows the CDF of maximum consecutive losses for both the senders. The sender at location 0 (called sender-A) experiences bursty losses. For example, at least 65% of A-MPDUs experience at least 5 consecutive losses. Note that this observation holds even when senders use different bitrates as shown in Figures 6(a), 6(b), and 6(c). Moreover, this burstiness in losses increases when sender-A uses a higher bitrate as it require higher SNR for correct reception. This is due to the fact that sender-A’s A-MPDUs have a higher signal strength, consequently,
such that they are unable to carrier sense each other. We place xretries and a small fraction experiences 3 retries. However, retries increase especially for sender-B which loses in capture.

Smaller Contention Windows: To emulate a scenario comprising of large number of senders, we now reduce the minimum contention window size (CWmin) and the maximum contention window size (CWmax) to 1 and 8, respectively, in order to increase the probability of collisions. Figures 7(c) and 7(d) shows the CDF of A-MPDU retries. Observe that retries increase especially for sender-B which loses in capture. In particular, ~90% of A-MPDUs experience less than 2 retries and a small fraction experiences 3 retries. However, the number of xretries experienced are still negligible.

These results show that under collisions, senders either experience PHY header/preamble corruption or bursty losses (under PHY capture). In addition, majority of A-MPDUs are retried at most 2 times and xretries tend to be negligible.

C. Hidden Node Analysis

To obtain loss patterns in the presence of hidden nodes, we use two senders that communicate with a common receiver such that they are unable to carrier sense each other. We place one sender at location 1 (sender-1) and the other at location 6 (sender-6). The receiver is placed at location 4 (see Figure 4). We establish ground truth by ensuring that packet losses due to noise are negligible. We then determine loss patterns through blockACK information.

1) Consecutive Losses: Figure 8 shows the CDF of maximum consecutive losses experienced by the two senders when they use MCS 3 and MCS 11 and the other sender uses MCS 3, MCS 5, and MCS 11, one at a time. Observe that under hidden nodes, senders either experience complete A-MPDU losses or bursty losses. In this scenario, the capture effect has a much more significant impact on performance compared to regular collisions. Since a concurrent transmission may begin at any instant, the sender which has a relatively weaker signal strength at the receiver is likely to suffer greatly. Figure 8 shows that ~99% of A-MPDUs (that had at least one MPDU loss) experienced complete MPDU losses, whereas sender-6 experiences bursty losses (e.g., more than 50% of A-MPDUs experienced at least 7 consecutive losses with MCS3 as shown in Figure 8(b)). Also observe that as the bit rate of sender-6 increases, its losses become more bursty as higher bit rates require higher SNR to decode packets.

2) A-MPDU Retries: We observe that a significant number of A-MPDUs under hidden nodes experience large number of retries and xretries (see Figure 9). This happens for the following reasons: (a) since nodes are unable to carrier sense, their transmissions frequently overlap, (b) retries are exacerbated by frame aggregation because senders can transmit up to 64 MPDUs in a single A-MPDU with 802.11n, which increases the transmission duration and thus the likelihood of successive collisions, and (c) due to capture (specifically, due to MIM), a receiver will start decoding a stronger signal that arrives at any time during an ongoing transmission.
Figure 10(a) shows the CDF of BII. These results show that under hidden nodes, the sender that losses in capture experiences complete losses and large number of xretries whereas the winning sender, similar to the collision case, observes bursty losses.

IV. CAPTURING LOSS PATTERNS

In the last section, results showed losses due to noise and collisions can be discerned by leveraging the differences in MPDU loss patterns. In addition, losses due to collisions and hidden nodes can be differentiated through A-MPDU retries and xretries. In order to capture these patterns quantitatively, we now define some metrics.

A. Metrics

To quantify the differences in loss patterns due to noise and collisions, we need a metric which assigns different values to patterns depending on the degree of isolation of MPDU losses within them, thus providing a measure of the burstiness in losses. This motivates the design of the following metrics.

Burst Isolation Index (BII): It is the ratio of the number of "01" and "10" transitions in the bitmap of the received blockACK to the total number of unsuccessful MPDUs, where a 1 and 0 indicate successful and unsuccessful MPDUs as given in the bitmap vector of a blockACK, respectively (see Figure 10(a)). BII indicates how isolated the losses are. The maximum value of BII is two (when the entire blockACK bitmap is composed of alternating 1s and 0s where the sequence starts and ends with a 1) and the minimum value is zero (when the bitmap is all 0s i.e., all MPDUs are lost). The more isolated losses we have in a burst, the greater the value is (> 1). The intuition behind the metric is to give more weight to isolated losses (such as the “101” transition).

Number of A-MPDU Retries (ARET): This is the number of times an A-MPDU is retransmitted. When the maximum retry limit is exceeded, it is counted as a one xretry. In ath9k, the default retry limit is 4 times.

History based PER (H-PER): The H-PER metric takes into account the short-term history of PER to isolate noise from collisions. With H-PER, a sender maintains an exponentially weighted moving average PER of per-A-MPDU PER (APER) while considering only those A-MPDUs that are concluded to have been affected by noise. When the APER exceeds the PER beyond a certain threshold, a collision is inferred.

B. Evaluation of Metrics

We now evaluate these metrics for differentiating between losses. Figure 10(b) shows the CDF of BII for noise, collisions, and hidden nodes. Observe that as long as the PER is less than 60%-70%, BII is greater than 0.5 for most A-MPDUs with noise, indicating isolated losses. On the other hand, BII is less than 0.5 for at least 81% of A-MPDUs in case of collisions and hidden nodes, which indicates the bursty nature of losses. Thus BII can be leveraged for differentiating between noise and collisions (i.e., for both regular collisions and hidden nodes) Figure 11(a) shows the CDF A-MPDU retries. Observe that in case of noise and collisions, most A-MPDUs are retried once. However, in case of hidden nodes, more than 98% of A-MPDUs are retried at least 4 times. Thus, A-MPDU retries can be used for differentiating between hidden nodes and other kinds of losses. Figure 11(b) shows the PER and APER. Observe that collisions significantly increase the APER much beyond the PER, as indicated by the H-PER metric.

V. BURST LOSS MONITOR (BLMON)

BLMon uses BII, ARET (including xretries), and H-PER to infer the cause of packet losses. When a blockACK is received, BLMon computes each of these metrics. If PER (due to noise only) is less than $\theta_{\text{per}}$ and two A-MPDUs experienced xretries in the last $w$ blockACKs seen by the sender, BLMon attributes the loss to hidden nodes. This is based on the observation that xretries are negligible under noise (when PER is less than a certain value) and collisions. If the above condition does not hold, BLMon uses BII and H-PER to differentiate between noise and other sources of loss and employs ARET.
Algorithm 1 BLMon Algorithm

Input: blockACK bitmap vector
Output: Loss inference ∈ \{noise, collision, hidden\}

1: if \( \text{PER} < \theta_{\text{per}} \) and xretries = 1 twice in the last \( w \) blockACKs then hidden
2: end if
3: if \( \text{PER} < \theta_{\text{per}} \) and BII < \( \theta_{\text{bii-coll}} \) and APER ≥ \( \min(\text{PER} + k, 100\%) \) then
4: if ARET > \( \theta_{\text{aret}} \) and BII < \( \theta_{\text{bii-hid}} \) then hidden
5: else collision
6: end if
7: else noise
8: end if

### TABLE III: DA and FP for CL/HCL under the proposed metrics and MiRA-LD. Link PER (due to noise) was 10%.

<table>
<thead>
<tr>
<th>Metric</th>
<th>DA/FP</th>
<th>NL+CL</th>
<th>NL+HCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-PER</td>
<td>DA</td>
<td>92.2</td>
<td>99.9</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>46.2</td>
<td>29</td>
</tr>
<tr>
<td>BII</td>
<td>DA</td>
<td>86.3</td>
<td>87.9</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>27.2</td>
<td>0.7</td>
</tr>
<tr>
<td>ARET</td>
<td>DA</td>
<td>-</td>
<td>79.1</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>-</td>
<td>14.0</td>
</tr>
<tr>
<td>MiRA-LD [11]</td>
<td>DA</td>
<td>53.6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>0.2</td>
<td>-</td>
</tr>
</tbody>
</table>

### TABLE IV: DA and FP for CL/HCL with BLMon.

<table>
<thead>
<tr>
<th>Link PER (%)</th>
<th>DA/FP</th>
<th>NL+CL</th>
<th>NL+HCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>DA</td>
<td>96.2</td>
<td>73.0</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>DA</td>
<td>85.1</td>
<td>73.7</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>26.2</td>
<td>0.1</td>
</tr>
<tr>
<td>30</td>
<td>DA</td>
<td>87.8</td>
<td>74.1</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>26.9</td>
<td>0.2</td>
</tr>
<tr>
<td>55</td>
<td>DA</td>
<td>87.3</td>
<td>75.8</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>31.5</td>
<td>0.2</td>
</tr>
<tr>
<td>77</td>
<td>DA</td>
<td>93.2</td>
<td>70.4</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>45.6</td>
<td>23</td>
</tr>
</tbody>
</table>

We now analyze BLMon’s performance in terms of the detection accuracy (DA) and false positive rate (FP). DA is the percentage of A-MPDUs that are correctly detected to have experienced a certain kind of a loss whereas FP is the percentage of A-MPDUs concluded to have experienced a certain kind of a loss when in reality they did not.

We perform comparison with individual metrics as well as with MiRA-LD\(^4\) [11]. In MiRA-LD, a collision is inferred if the retry count is at least 1 and the APER is less than 10%. To improve detection accuracy, MiRA-LD infers a collision if the above condition is met twice in a short timespan. First, we run each of these metrics/schemes on traces containing collision-induced losses and then on traces containing hidden node losses. Both types of traces also have losses due to noise. Figure 12(a) shows the impact of BII thresholds on DA and FP, signifying the tradeoff that exists between DA and FP. Based on the insights from the measurement study, we set \( \theta_{\text{per}} = 70\% \), \( \theta_{\text{bii-coll}} = 0.5 \), \( \theta_{\text{bii-hid}} = 0.2 \), and \( w = 5 \).

Table III shows the performance of individual metrics in comparison to MiRA-LD on a link with a PER of 10%. Observe that H-PER achieves a DA of 92.2% but results in a high FP in case collision losses (CL) and hidden collision losses (HCL). This happens because even at a PER of 10%, spikes in APER (due to noise) cause H-PER to frequently classify NL as CL. BII reduces FP in case of both CL and HCL. This happens because BII explicitly considers the burstiness in losses within A-MPDUs. Thus, BII is better able to discern between losses when APER is high but frame losses are well spread out. We use RET to primarily detect HCL. It has a DA of 79.1% under HCL along with a FP of 14%. Note that BII and H-PER both outperform MiRA-LD in terms of DA for CL. This happens because MiRA-LD assumes APER to be less than 10% for collision inference. However, under collisions, senders experience APER > 10% quite often, thus degrading the DA of MiRA-LD. This causes a sender to frequently lower its bit rate in case of CL, thus degrading performance (see Section VI). Note that since MiRA-LD relies on at least one retry for collision inference, a sender winning in capture cannot detect a collision.

Table IV shows results for BLMon across a range of link PERs. First, observe that BLMon reduces FP in all cases compared to individual metrics. Compared to MiRA-LD, it significantly improves the DA. This is due to the use of multiple metrics employed by BLMon. Observe that FP with BLMon increases gracefully as link PER is increased. This happens because at high PERs, NL becomes more bursty and starts resembling collision losses. On the other hand, FP for HCL does not increase significantly (except when PER is 77%) since xretries still serve as a good indicator for detecting HCL. Our evaluation results in Section VI show that the parameter values we use provide significant throughput improvements across diverse traffic scenarios. BLMon can be further improved by optimizing the weights assigned to each of the metrics. However, we leave this for future work.

B. BLMon Implementation and Complexity

We implement BLMon in the ath9k driver (about 80 lines of C code). PER is already maintained by ath9k and is updated when a blockACK is received. Ath9k, by default, incorporates a retry in the computation of APER (assuming that all MPDUs are corrupted by noise) as APER = \( \frac{nFrames \times xretries + nBad}{nFrames + xretries + nBad} \), where \( nFrames \) is the number of MPDUs in the transmitted A-MPDUs, \( xretries \) is the number of retries, and \( nBad \) is the number of MPDUs received in error. However, since a retry may be due to a collision and does not necessarily imply that all MPDUs were corrupted due to noise, we modify APER to only consider losses reported in the blockACKs as APER = \( \frac{nBad}{nFrames} \). ARET is also reported by the driver by default. Hence, BLMon only adds the computation of BII, which requires one scan of the 64-bit blockACK bitmap and is thus a \( O(1) \) operation as the bitmap size is always fixed.

VI. EVALUATION

We evaluate the performance of BLMon using testbed experiments under diverse network scenarios including varying...
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A. Static Clients
We now compare the performance of Atheros MIMO RA
with and without BLMon when all clients are static. Our
results show that Atheros MIMO RA with BLMon consist-
tently outperforms Atheros MIMO RA without BLMon in all
scenarios that we consider.

UDP with Collisions: Figure 12(b) shows the throughput of
each sender as a function of the number of senders with
and without BLMon. Senders are placed so that they have
heterogeneous PERs to the common receiver. Observe that
BLMon improves throughput ranging from 1.05× to 2.6×
for two and six senders, respectively. This happens because
the increase in the number of senders increases the collision
probability and thus provides more opportunities for loss
differentiation. BLMon reliably detects collisions and prevents
a sender from lowering its bit rate. Without BLMon, a sender
reduces its bit rate on collisions, thus degrading throughput.
To emulate a scenario with larger number of senders, as is
common in enterprise and University networks, we reduce
CWmin and CWmax to 1 and 8, respectively. Figure 13(a)
shows that BLMon improves throughput by up to 5×. Note
that we tried several random locations and obtained similar
results.

UDP with Hidden Nodes: Figure 13(b) shows the throughput
under two and three nodes. Observe that BLMon improves
throughput by 2.4× when there are two hidden nodes and
only rate adaptation is adjusted. This happens because in
the presence of hidden collisions, senders reduce their bit rate
when BLMon is not used, which increases collisions and
degrades throughput. However, with BLMon, senders are able
to use a higher bit rate because it does not update PER on
hidden losses, which improves throughput. Note that BLMon
provides a 3.1× improvement in throughput when RTS/CTS
is also enabled in addition to rate adaptation.

When there are three nodes, one sender has two hidden
nodes, each of which can carrier sense each other. During this
experiment, we set our AP on Channel 11. We sniff one other
node operating on Channel 9 and the other on Channel 10.
Both these channels are partially overlapping with Channel
11. Observe that BLMon still provides significant throughput
improvements (1.8×) even though the improvement is small compared
to the two node scenario due to uncontrolled interference.

TCP Clients: We also conduct experiments with TCP flows.
Figure 15 shows the performance with TCP sources when used
in conjunction with BLMon. Observe that BLMon improves
throughput by 1.9×. The throughput with TCP is less
compared to UDP because the congestion control mechanism
of TCP decreases the sending rate in the face of congestion.
This reduces the collision probability, which in turn leads
to smaller improvement in throughput. We also conducted
experiment with 30 KB TCP flows and found that BLMon
provides similar benefits when the offered load is high. At low
loads, collisions become fewer, which limits opportunities for
loss differentiation and thus the benefit.
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throughput and A-MPDU length as a function of application
sending rates. Observe that as the sending rate decreases the
A-MPDU lengths also decrease. In addition, due to low offered
load, the collision probability also decreases. This in turn leads
to small or negligible improvement in throughput.
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MIM, capture only occurs when the stronger signal arrives that in chipsets (e.g., Prism 2.5 [19]) that do not implement not expect the insights to significantly change. The reason is widely used [14]. Second, without MIM functionality, we do Atheros chipsets, that implement the MIM functionality, are the wireless cards do not use the MIM functionality. First, reported in the measurement study would be applicable if in case of (b), results from our measurement study showed that to limit the length. Results for (a) were shown in Section VI.

Impact of A-MPDU length on BLMon. Observe that BLMon improves throughput by 1.4× with TCP and 2.3× with UDP.

VII. RELATED WORK

Several schemes have been proposed in the past for loss differentiation [1], [2], [7], [8], [9], [10], [11]. Besides schemes that use PHY layer confidences [1], error patterns in PHY symbols [2], fragmentation or RTS/CTS [7], [8], [9], loss differentiation can also be achieved by estimating the SNR on each packet reception and mapping it to the expected BER using known SNR-BER relationships. However, prior studies have shown that BER at a given SNR can vary by many orders of magnitude between environments [19]. Consequently these protocols must be carefully trained for each operating environment. ZigZag decoding [20] allows nodes to recover from collisions due to hidden nodes by exploiting interference-free stretches in the collided packets. Like Softrate, ZigZag decoding also requires customized hardware support.

VIII. DISCUSSION AND FUTURE WORK

Impact of A-MPDU length on BLMon. The accuracy of loss differentiation with BLMon depends on the A-MPDU length. A-MPDU length can vary for two reasons: (a) When the application sending rate is small compared to the PHY bit rate and (b) When PER is high, causing the blockACK window to limit the length. Results for (a) were shown in Section VI. In case of (b), results from our measurement study showed that even at high PERs, the average A-MPDU length is fairly high (e.g., the average length was ~15 when PER was ~78%).

Impact of PHY Capture. One could ask whether the results reported in the measurement study would be applicable if the wireless cards do not use the MIM functionality. First, Atheros chipsets, that implement the MIM functionality, are widely used [14]. Second, without MIM functionality, we do not expect the insights to significantly change. The reason is that in chipsets (e.g., Prism 2.5 [19]) that do not implement MIM, capture only occurs when the stronger signal arrives first or the stronger signal trails the weaker by less than the synchronization bits of the preamble. This will likely increase A-MPDU retries under collision and hidden nodes. However, we leave a detailed evaluation of such cards for future work.

IX. CONCLUSION

We design and implement BLMon, a loss differentiation framework for high-speed WLANs such as 802.11n and 802.11ac. Using frame aggregation and blockACKs, BLMon accurately differentiates losses while incurring minimal overhead. BLMon is readily deployable as it only requires driver-level modifications at the sender-side. It does not require any changes in the 802.11 protocols, customized hardware support, or out-of-band communication. We implemented BLMon in the ath9k driver. Using extensive testbed experiments across diverse traffic scenarios we show that BLMon can provide up to 5× improvement in throughput.
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