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Abstract—This paper investigates the intrinsic relationship between secure cloud storage and secure network coding for the first time. Secure cloud storage was proposed only recently while secure network coding has been studied for more than ten years. We show in general how to construct a secure cloud storage protocol given any secure network coding protocol. Our construction suggests a systematic way to construct various secure cloud storage protocols. We also show that it is secure under a definition which captures the real world uses of the cloud storage. From our general construction, we propose a secure cloud storage protocol based on a recent secure network coding protocol. The protocol is the first publicly verifiable secure cloud storage protocol in the standard model, while the previous work is either not publicly verifiable, or security argument is only argued heuristically in the random oracle model. We also enhance the proposed protocol to support third-party public auditing, which has received considerable attention recently. Finally, we prototype the proposed protocol and evaluate its performance. Experimental results validate the effectiveness of the protocol.
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I. INTRODUCTION

In this paper, we study the relationship between two different areas in the networking field: secure cloud storage and secure network coding, which seem not related to each other at the first glance. One is concerned with the problem of checking whether the data outsourced to the cloud remains intact as it was before being outsourced, while the other focuses on protecting a network code from being polluted during the routing. Solutions for the former problem, which include proof of retrievability (PoR) and provable data possession (PDP), were proposed only recently. On the other hand, the latter area has been examined for more than ten years. It will be helpful for both areas if we can connect them together.

For the first time, in this work we build a connection between the two areas. Specifically, we show how to construct a secure cloud storage protocol given any secure network coding protocol. The connection immediately implies that almost all previous protocols for secure network coding can be transformed for securing cloud storage. Notice that currently secure cloud storage protocols are designed in a rather ad hoc way and there are only few successful protocols. In other words, we can automatically have many secure cloud storage constructions from the existing secure network coding protocols. Based on this connection, we also propose several secure cloud storage protocols which satisfy different applications. We also hope our work can unveil the wisdom behind existing solutions of secure cloud storage to possibly contribute to and provide new perspective to the network coding community.

SECURE CLOUD STORAGE. This problem was first formally studied by Juels and Kaliski [1] and Atieniese et al. [2]. There are two main entities involved in these protocols: a user and a cloud storage provider (CSP). A user outsources the data to the cloud that promises to store the whole data. The user then confirms the data integrity by interacting with the cloud using a secure cloud storage protocol. The motivation of such integrity check is that the user’s data could be modified without the acknowledgement of the user, due to various possible reasons, such as data loss caused by the CSP for its poor management, hardware/software failure, intentional discard of rarely accessed data (due to economic incentive), malicious data tampering by hacker, or external pressures (e.g., in countries with restricted freedom of speeches). Without a secure cloud storage protocol, the occurrence of these incidents may be hidden by the cloud and gone unnoticed.

The novelty of a secure cloud storage protocol is that the user can check the data integrity without possessing the actual data. Traditional techniques based on hash, message authentication codes (MACs), and digital signatures require the user to store the data locally. Some protocols (e.g., [3][4][5][6]) are publicly verifiable, i.e., anyone besides the user can verify the data integrity; while other protocols are privately verifiable since only the user with the secret key can check the data integrity. A more detailed survey is deferred to Section VIII.

SECURE NETWORK CODING. This problem was first proposed by Cai and Yeung [7] and Gkantsidis and Rodriguez [8]. Network coding is a routing paradigm different from the traditional store-and-forward method. Instead, a router in the network sends out encoded data packets, where the encoding is
a function of received data packets. Encoding can increase the network capacity for multicast tasks, and linear coding where a router sends out a linear combination of received data packets is proved to be sufficient to achieve the increased capacity [9][10]. This is especially useful in cooperative networks. However, this paradigm also incurs severe security concerns. If an encoded packet is modified illegally, this modification will quickly spread to the whole network since a router will encode all received packets. This attack is also known as pollution attack, which will make the data receivers fail to decode the data. Thus, when security is a critical concern the nodes need to check whether a data packet is polluted.

Essentially, the secure network coding problem is also a type of data integrity checking problem. After network coding was proposed, researchers have constructed many protocols for secure linear network coding. These solutions are also based on traditional data integrity techniques such as cryptographic hash functions [11], MACs [12] or digital signatures [13][14]. The intuition is that a codeword in the network needs to be checked whether it is modified illegally, i.e., the codeword needs to be authenticated. The challenge is that the packets in the network will be linearly combined and the new packets also need to be authenticated. If a protocol can enable a router to check the integrity of a combined codeword without any secret information, the protocol is said to be publicly verifiable. Indeed, a publicly verifiable protocol can remove the trust on intermediate routers, which is very useful in practice. To the best of the authors' knowledge, all current cryptographic solutions of secure network coding rely on some homomorphic property of the underlying cryptographic techniques. Readers may refer to Section VIII for more detailed related work.

**Our work.** Firstly, we connect the areas of secure cloud storage and secure network coding for the first time; the connection will benefit both areas from each other. As a result, we obtain the first publicly verifiable secure cloud storage protocol which is secure in the standard model, i.e., without assuming that a hash function is a random oracle for ensuring the security of the protocol. Another contribution is that we extend the proposed protocol to support a more advanced functionality of third-party public auditing. This is important and has received considerable attention recently. Finally, we implement a prototype of the protocol and evaluate its performance, which makes a step toward deployment of the protocol in practice. All the experimental results can be reproduced.

The rest of the paper proceeds as follows. Section II and Section III describe how we model the secure cloud storage problem and the secure network coding problem. The security models of both protocols are also discussed. Section IV presents our general construction of a secure cloud storage protocol from any secure network coding protocol. Its security analysis is also presented. Section V constructs a detailed secure cloud storage protocol based on a recent secure network coding protocol. Section VI enhances the protocol to support third-party public auditing. Experimental performance is discussed in Section VII. More detailed related work is discussed in Section VIII. Finally, Section IX concludes the paper by discussing some future work.

**II. SECURE CLOUD STORAGE**

In this section, we first model a secure cloud storage system in a simple way. Although the model is simple, it can be generalized to incorporate more properties as will be shown later. Then we present a high-level description of a protocol that ensures a secure cloud storage system. Last, we abstract the real-world usage of the protocol and then give a formal security definition.

**A. System Model, Threat Model and Design Goals**

We model a secure cloud storage system as shown in Fig. 1. There are two entities: user and cloud. In practice, a user could be an individual, a company, or an organization, using a PC or a mobile phone, etc.; a cloud could be any CSP, e.g., Amazon S3, Dropbox, Google Drive, etc. The user wants to outsource its data to the cloud. Later, the user wants to periodically performs an audit on the data integrity. The user can then check whether the proof is valid or not, meaning that the data remains intact, or obtaining an evidence that the data has been tampered and possibly some further action (which is out of the scope of the protocol) is required, such as legal action or data recovery. Normally, an error-correcting code could be applied to the data before outsourcing, and multiple different clouds could be adopted to ensure data recovery. To extend this model, a third-party auditor could be introduced [4] to shift the auditing task from the user to the third-party auditor.

As previous work on secure cloud storage, we assume that the cloud is malicious in the sense that, in order to cover some accidental data loss, it will try its best to prove that it is still storing the whole data. Data loss can hurt the reputation of the cloud and thus there is a strong incentive to fool the user.

A secure cloud storage system that enables a user to check the integrity of its data is expected to have the following properties: 1) Correct. If the cloud indeed stores the whole data of the user, the cloud can always prove to the user that the data remains intact. 2) Secure. If the user’s data is changed, the user can detect such an abnormal event with high probability in the audit query even if the cloud tries to cover the event. 3) Efficient. The computation, storage and communication cost of both the user and the cloud should be as small as possible.

**B. High-level Protocol Specification**

It is clear that in order to verify whether the cloud lies to an audit query, the user needs to have some secret information on its side, which is computed according to a certain security level parameterizing the probability of successful cheating. A
secure cloud storage (SCS) protocol is thus a keyed protocol for the user to generate data to be outsourced and subsequently query for auditing. A privately verifiable scheme will also require the key for verification. Formally, it contains five efficient algorithms SCS = (KeyGen, Outsource, Audit, Prove, Verify) as follows:

- **KeyGen**(λ) → K: On input a security parameter λ, the user runs this algorithm to generate a secret key K to enable audit and verification.

- **Outsource**(F; K) → F*: On input the data F to be outsourced, the user runs this algorithm to get the processed data F* using the secret key K. The processed data contains some authentication information of the outsourced data F and is then sent to the cloud.

- **Audit**(K) → q: The user runs this algorithm to generate an audit query q which will be sent to the cloud.

- **Prove**(q, F*) → Γ: On input an audit query q and the cloud’s proof Γ, the user checks whether the cloud’s proof is correct using the secret key K. The user outputs δ = 1 if the proof is correct, else outputs δ = 0.

- **Verify**(q, Γ; K) → δ: On input an audit query q and the cloud’s proof Γ, the user checks whether the cloud’s proof is correct using the secret key K. The user outputs δ = 1 if the proof is correct, else outputs δ = 0.

### C. Understanding Security

To understand the security of a system in a reasonable depth is not easy. There has been a lot of reports of security breaches of real world protocols [15][16]. The key to understand the security is not easy. There has been a lot of reports of security breaches in practice. Denote a malicious cloud by A, a powerful adversary cloud, the protocol will definitely be secure in practice. Denote a malicious cloud by A, a series of query, proof and verification result respectively by qi, Γi, δi where i = 1, 2, ..., poly(λ), where poly(λ) is a fixed polynomial in the security parameter λ that bounds the maximal number of such audit/verification results the malicious cloud can see. We say a cloud cheats if it can find a query q* and for this query the cloud sends back a Γ*, where Γ* is not computed using the whole processed data F*, and the user accepts this proof. We denote the probability of such cheating behavior by Pr[Cheat] and it is defined by

\[
\Pr[[Cheat]] = \Pr \left[ \begin{array}{c}
\text{KeyGen}(\lambda) \rightarrow K \\
\text{Outsource}(F; K) \rightarrow F' \\
\text{Audit}(K) \rightarrow q_i \\
\text{Prove}(q_i, F') \rightarrow \Gamma_i \\
\text{Verify}(q_i, \Gamma_i; K) \rightarrow \delta_i \\
i = 1, 2, \ldots, \text{poly}(\lambda)
\end{array} \right] = \mathcal{A}(q_i, \Gamma_i, \delta_i)
\]

The left hand side denotes the capability of the malicious cloud and the right hand side denotes the cheating behavior. The probability is taken over the random choices of all algorithms and the malicious cloud.

Second, we need to understand the security intuition. If a cloud storage system is secure, then the user can confirm itself that the data on the cloud indeed remains the same as before being outsourced. One possible way to model this is to require the probability of a cheating behavior \(\Pr[Cheat]\) to be small. However, this is not sufficient since it is not directly related to whether the data remains intact at the cloud. It is better if the user can extract its data from the audit queries and the cloud’s proof results. Denote the user by U and the probability of extracting the original data by \(\Pr[Extract]\). The probability \(\Pr[Extract]\) is defined by

\[
\Pr[[Extract]] = \Pr \left[ \begin{array}{c}
\text{KeyGen}(\lambda) \rightarrow K \\
\text{Outsource}(F; K) \rightarrow F' \\
\text{Audit}(K) \rightarrow q_i \\
\text{Prove}(q_i, F') \rightarrow \Gamma_i \\
\text{Verify}(q_i, \Gamma_i; K) \rightarrow \delta_i \\
i = 1, 2, \ldots, \text{poly}(\lambda)
\end{array} \right] = \mathcal{U}(q_i, \Gamma_i, \delta_i)
\]

The left hand side denotes the interactions of the user with the cloud. It is a kind of knowledge for the user. The user can issue as many queries as it wants since it owns the data. However, we require the total number of queries be bounded by a polynomial \(\text{poly}(\lambda)\) since it is more practical and the user only has bounded size data F. Even if a cloud can cheat, the protocol is still secure if the user can extract its whole data with a high probability. In other words, we require \(\Pr[Extract] \geq \Pr[Cheat] - \text{negl}(\lambda)\) where \(\text{negl}(\lambda)\) is a negligible function of \(\lambda\). A function of \(\lambda\) is negligible if it is smaller than any inverse polynomial \(1/\text{poly}(\lambda)\) asymptotically. A good example to think about \(\text{negl}(\lambda)\) is \(1/\lambda^2\). The intuition of security here is that if a malicious cloud can cheat with probability \(\Pr[Cheat]\), a user can extract its data with a probability at least roughly the same as \(\Pr[Cheat]\). This is a conservative intuition. Normally, in practice, we can achieve \(\Pr[Cheat]\) being negligible and \(\Pr[Extract]\) being approximately 1.

Summarizing the above discussion, we define the security of a secure cloud storage system as follows.

**Definition 1.** A secure cloud storage system SCS = (KeyGen, Outsource, Audit, Prove, Verify) is secure if \(\Pr[Extract] \geq \Pr[Cheat] - \text{negl}(\lambda)\) where \(\Pr[Extract]\) and \(\Pr[Cheat]\) are defined in Equations (2) and (1), respectively.

We remind that a stronger definition could require \(\Pr[Cheat]\) being negligible and \(\Pr[Extract]\) being as perfect as approximately 1. However, we choose the weaker definition since it is more general.
III. SECURE NETWORK CODING

In this section, we briefly introduce the concepts of secure network coding protocols. First, we discuss some basics about linear network coding and its use in practice. Then, we give a high-level description of a secure network coding protocol. At last, we give a security definition for such a protocol.

A. System Model

A typical system that employs network coding is shown in Fig. 2. There are three kinds of entities: sender, router and receiver. A sender has some data and wants to broadcast it to a group of receivers via the network. The sender divides the data into packets and sends a linear combination of them to the network. A router in the network also sends a linear combination of the received data packets to its next hops. When a receiver obtains sufficient encoded data packets, it can decode them to get the original data by solving a system of linear equations. To prevent a malicious router from modifying a packet, the sender attaches some authentication information with each data packet. When a router receives a packet, it first checks whether this packet is correct, i.e., not being modified. If yes, the router then combines the received packets and sends out the combined packet and the combined authentication information; if no, it simply discards the packet. The combined authentication information is computed according to a specific secure network coding protocol.

B. High-level Protocol Specification and Security Definition

We first introduce some notations. Denote the data to be sent by \( F \) and \( F \) is divided into \( m \) packets \( v_i \), where \( i = 1, 2, \ldots, m \). Each data packet is a vector over some finite field \( \mathbb{F}_p \), i.e., \( v_i \in \mathbb{F}_p^n \) where \( n \) is the length of the packet. Since data packets will be linearly combined during the transmission, the coefficients also need to be attached with the packets in the following way. Each \( v_i \) is attached with a unit vector \( e_i \in \mathbb{F}_p^n \) where only the \( i \)-th entry of \( e_i \) is 1 and the other entries are all 0. Denote the enhanced packet by \( x_i = [v_i, e_i] \in \mathbb{F}_p^{n+1} \). When a router linearly combines a collection of packets, it will also update the coefficient vector in the output packet. For example, let \( x_j = [x_{j1}, \ldots, x_{jn}, c_{j1}, \ldots, c_{jm}] \) be a packet output by a router. Then, \( [x_{j1}, \ldots, x_{jn}] = \sum_{k=1}^{m} c_{jk} \cdot v_k \).

Abstacting the model in Fig. 2, a secure network coding (SNC) protocol contains four efficient algorithms SNC = (KeyGen, Auth, Combine, Verify) as follows

- **KeyGen**(\( \lambda \)) \( \rightarrow (SK, PK) \): On input a security parameter \( \lambda \), the sender runs this algorithm to generate a secret key \( SK \) and a public key \( PK \) to enable packet authentication.
- **Auth**(\( x_i; SK \)) \( \rightarrow (x_i, t_i) \): On input a packet \( x_i \in \mathbb{F}_p^{n+m} \) to be sent out in the network, the sender computes an authentication information \( t_i \) and sends out \( (x_i, t_i) \).
- **Combine**\( \{(u_i, t_i)\}_{i=1,\ldots,t} \) \( \rightarrow ((w, t)) \): On receiving a group of packets \( u_i \in \mathbb{F}_p^{n+m} \) and their authentication information \( t_i \)'s, a router runs this algorithm to generate a combined packet \( w \in \mathbb{F}_p^{n+m} \) with coefficients \( \{c_1, \ldots, c_l\} \) and the combined authentication information \( t \).
- **Verify**(\( w, t \)) \( \rightarrow \delta \): On input a packet \( w \in \mathbb{F}_p^{n+m} \) and its authentication information \( t \), a router or a receiver runs this algorithm to check whether a packet is modified maliciously. If the packet is correct, it outputs \( \delta = 1 \), else \( \delta = 0 \).

To define the security, we need to understand the capability of a malicious router and the security intuition. The capability of a router is that it can see a lot of packets and their authentication information. The security intuition of a secure network coding protocol is that a malicious router cannot modify a packet illegally. If a router can find a forgery packet/authentication pair \( (u^*, t^*) \) such that \( u^* = [u_{j1}, \ldots, u_{jn}, c_{j1}, \ldots, c_{jm}, t^*] \neq \sum_{k=1}^{m} c_{jk} \cdot v_k \) and the Verify algorithm accepts this pair. Then, the protocol will be insecure. Let \( A \) be a malicious router and \( \text{Adv}[\lambda] \) be the probability of finding a forgery packet/authentication pair. Then, \( \text{Adv}[\lambda] \) can be defined by:

\[
\text{Pr} \left[ \begin{array}{c}
\text{KeyGen}(\lambda) \rightarrow (SK, PK) \\
\text{Auth}(x_i; SK) \rightarrow (x_i, t_i) \\
\text{Combine}(\{u^{(j)}, t_i\}_{j=1,\ldots,t}) \rightarrow ((w, t_j)) \\
\text{Verify}(w, t_j) \rightarrow \delta_j \\
\end{array} \right] = \text{Adv}(w_j, t_j, \delta_j).
\]

The left hand side shows the information \( (w_j, t_j, \delta_j) \) a malicious router could get in the network and the right hand side denotes the malicious behavior of a router. Similar to the security discussion of a secure cloud storage protocol, the security of a secure network coding protocol is defined as follows:

**Definition 2.** A secure network coding protocol is said to be secure if \( \text{Adv}[\lambda] \) is negligible.

We note that currently there has been many secure protocols [11][14][17] that employ the same semantics as shown here SNC = (KeyGen, Auth, Combine, Verify). Thus, we only focus on the high-level specification of a secure network coding protocol in the following discussion.
IV. BUILDING CLOUD STORAGE FROM NETWORK CODING

This section shows how to construct a secure cloud storage protocol from a secure network coding protocol. The construction is based on some critical observations. We formally show that the general construction is secure with respect to Definition 1. The intuition of the security proof is simple; however, there are considerable technical details. Finally, we discuss our design choices and other possible constructions.

A. General Construction

Our goal is to construct a secure cloud storage protocol $SCS = (\text{KeyGen, Outsource, Audit, Prove, Verify})$ given a well-designed secure network coding protocol $SNC = (\text{KeyGen, Auth, Combine, Verify})$, i.e., the semantics of SNC is known, and we will work out the semantics for SCS. We first show the basic idea, then we give the detailed construction.

The basic idea lying behind the general construction is intuitive. We treat the user as a sender who wants to send the data to some receivers; however, we also treat the user as a data receiver or a router in the network. The cloud plays as a router in the network. When the user outsources the data, it first divides the data into packets which can be seen as a vector over some finite fields. Then, it authenticates the data packets by attaching some authentication information. The authenticated data is outsourced to the cloud. When the user sends an audit query to the cloud, we treat the cloud as a router that receives some data packets in the network. The indices of the data packets and the coefficients of the encoding are sent by the user as an audit query. The linearly encoded packet and its coefficients are sent by the cloud. Then, we treat the cloud as a router that receives the processed data packets in our adaptation of a secure network coding protocol. This helps a data receiver who does not know the coefficients to decode the data correctly. Now in our adaptation, the user acts as the data sender and it also acts as a data receiver or a router. Thus, the coefficients are chosen by the user itself and not required to be embedded. This is also useful for the security of the secure network coding protocol. The remaining part of the protocol is the same as the simple construction.

We summarize the secure cloud storage protocol $SCS = (\text{KeyGen, Outsource, Audit, Prove, Verify})$ by filling in the detailed semantics as follows.

- **KeyGen($\lambda$) $\rightarrow$ $K$:** The user determines the finite field $F_p$ where the network coding is done. The user also determines the packet size $n$ and the total number of packets $m$. Then the user runs $SNC.\text{KeyGen}(\lambda) \rightarrow (SK, PK)$. The key is $K = (SK, PK)$.
- **Outsource($F; K$) $\rightarrow$ $F'$:** On input the data $F$ to be outsourced, the user takes $F$ as a collection of vectors $\{v_i\}_{i=1,\ldots,m} \in F_p^n$. Take each $v_i$ as a codeword and then attach it with a coefficient vector $e_i$ to get $x_i = [v_i e_i] \in F_p^{n+m}$. The user runs $SNC.\text{Auth}(x_i; SK) \rightarrow (x_i, t_i)$ to get the authentication information. The user then outsources the processed data $F' = \{[v_i, t_i]_{i=1,\ldots,m}\}$ to the cloud. Note that we note out the $v_i$’s but not the $x_i$’s.
- **Audit($K$) $\rightarrow q$:** The user runs this algorithm to generate a collection of uniformly random numbers $\{i_j, c_j\}_{j=1,\ldots,l}$ where $1 \leq i_j \leq m$ and $c_j \in F_p$. The user sends the query $q = \{i_j, c_j\}_{j=1,\ldots,l}$ to the cloud. Note that to achieve a good security level, the user will send multiple independent audit queries during one audit process.
- **Prove($q, F'$) $\rightarrow \Gamma$:** On receiving an audit query $q = \{i_j, c_j\}_{j=1,\ldots,l}$ where $l$ is the length of the query, the cloud augments $v_i$ with the unit coefficient vector $e_i$ to get a codeword for all $j$. The cloud runs $SNC.\text{Combine}(\{u_i, t_i\}_{i=1,\ldots,l}, \{c_1, \ldots, c_l\}) \rightarrow (w, t)$. The cloud extracts the first $n$ entries of $w$ as a vector $y \in F_p^n$. The cloud sends back $(y, t)$ as a proof of the corresponding query. Note that we have $y = \sum_{j=1}^{l} c_j \cdot v_{i_j}$. The user runs $SNC.\text{Verify}(w, t) \rightarrow \delta$ to get an answer $\delta$. If $\delta = 1$, the cloud is honest; else, the cloud cheats.

B. Security Analysis

Now we show our general construction of a secure cloud storage protocol is secure under Definition 1 if a secure network protocol is used. The proof can be done in two steps. In Step I, we show a malicious cloud cannot cheat with a
high probability, i.e., $\Pr[\text{Cheat}]$ as defined in Equation (1) is small. Step I is fairly easy since the underlying secure network coding protocol is secure. In Step II, we show the original data can be extracted by the user with a high probability and $\Pr[\text{Extract}] \geq \Pr[\text{Cheat}] - \text{neg}(\lambda)$. Step II deals with some combinatorial and probabilistic argument on the rank of certain random matrix. We omit the detailed proof here and will show it in the full paper.

\textbf{Theorem 3.} The general construction of SCS is secure if the underlying construction component SNC is secure.

\section{Further Discussion}

\textbf{DESIGN SPACE.} There are several design choices in the general construction. First, when network coding is applied in practice, the data could be divided into multiple generations and each generation is transmitted using the network coding technique. However, the general construction of the secure cloud storage protocol treats the whole data as a whole generation. If multiple generations are adopted, we need to audit each generation to make sure that the user’s data remains intact. Second, in network coding enabled systems, the packet size is much larger than the total number of packets, i.e., $n \gg m$. This helps to reduce the additional cost to transmit the coefficients in the network. However, in the secure cloud storage protocol, it is required that $n \ll m$ since we want the communication between the user and the cloud to be as little as possible. Let $l$ be the length of an audit query and $k$ be the total number of audit queries during one audit process. Then, the protocol cannot detect the cheating behavior with probability at most $(1 - \frac{l}{m})^k$, which is exponentially small with respect to $k$. In practice, we can set the length of the audit query $l$ as a constant, e.g., 50 or 100. Then, the total number of audit queries can be set accordingly.

\textbf{OTHER DIRECTIONS.} It is also interesting to investigate whether a secure network coding protocol can be constructed in general from any secure cloud storage protocol. For example, we can use a keyed cryptographic hash function to compute the multiple digests of the outsourced data under different keys; in the audit phase, we can ask the cloud to return a digest under a secret key. This protocol cannot be easily used to construct a secure network coding protocol. The intrinsic reason is that a secure network coding protocol requires to support authentication of linearly combined packets while it is not for secure cloud storage. However, there do exist some secure cloud storage protocols that can be converted to secure network coding protocols [3]. It is an interesting future work to investigate whether a secure cloud storage protocol enhanced with some special property can be used to construct a general secure network coding protocol.

\section{A New Secure Cloud Storage Protocol}

In this section, we construct a new secure cloud storage protocol, which is based on a recent secure network coding protocol [17]. Compared with previous protocols for secure cloud storage, the new protocol is the first publicly verifiable secure cloud storage protocol, which is secure without assuming the random oracle model. We also evaluate its theoretical performance and compare it with some recent secure cloud storage protocols.

\subsection{Protocol Detail}

We show the new protocol by filling all the semantics of a secure cloud storage protocol SCS = (KeyGen, Outsource, Audit, Prove, Verify). Details are as follows:

- \textbf{KeyGen($\lambda$)} $\rightarrow$ $K$: The user generate two random primes $p, q$ and sets $N = pq$. The user then generates a prime $e$ whose length is larger than the message length by 1 bit. The network coding is done over the finite field $\mathbb{Z}_e$. Then the user determines the packet size $n$ and the total number of packets $m$. The user also generates $g, g_1, \ldots, g_n, h_1, \ldots, h_m$ which are coprime to $N$. The secret key is $SK = (p, q)$ and the public key is $PK = (N, e, g, g_1, \ldots, g_n, h_1, \ldots, h_m)$. Denote the key by $K = (SK, PK)$.

- \textbf{Outsource($F; K$)} $\rightarrow$ $F'$: On input the data $F$ to be outsourced, the user divides $F$ into a collection of vectors $\{v_i = [v_{i1}, \ldots, v_{in}]\}_{i=1,...,n}$ in $\mathbb{Z}_e^n$. For each $v_i$, compute its authentication information as follows. First, generate a random integer $s \in \mathbb{Z}_e$ uniformly. Find an $x \in \mathbb{Z}_N$ such that $x^e = g^s \cdot \prod_{j=1}^{n} (g_j^{v_{ij}}) \cdot h_i \mod N$. Then the authentication information for $v_i$ is $t_i = (s, x)$. The user then outsources the processed data $F' = [v_i, t_i]_{i=1,...,m}$ to the cloud.

- \textbf{Audit($K$)} $\rightarrow$ $q$: The user runs this algorithm to generate a collection of numbers $\{i_j, c_j\}_{j=1,...,t}$ where $1 \leq i_j \leq m$ and $c_j \in \mathbb{Z}_e$. The user sends the query $q = \{i_j, c_j\}_{j=1,...,t}$ to the cloud.

- \textbf{Prove($q, F'$)} $\rightarrow$ $\Gamma$: On receiving an audit query $q = \{i_j, c_j\}_{j=1,...,t}$ where $t$ is the length of the query, the cloud first finds the authentication information $(s_i, x_i)$ for each queried data blocks. The cloud then computes $s = \sum_{j=i}^{t} c_j s_{t_j} \mod e$ and $s' = (\sum_{j=i}^{t} c_j s_{t_j} - s) / e$. The cloud augments $v_{t_j}$ with the unit coefficient vector $e_{i_j}$ to get a codeword $u_{t_j}$ for all $j$. The cloud computes $w = \sum_{j=i}^{t} c_j u_{t_j} \mod e$ and $w' = (\sum_{j=i}^{t} c_j u_{t_i} - w) / e$. Then, the cloud computes

$$x = \frac{\prod_{j=1}^{n} x_{i_j}^{c_j}}{g^e \prod_{j=1}^{n} g_j^{w'} / \prod_{j=1}^{n} h_j^{w'+s}}.$$  

The cloud extracts the first $n$ entries of $w$ as a vector $y \in \mathbb{Z}_e^n$ and the authentication information of it is $t = (s, x)$. The cloud sends back $\Gamma = (y, t)$ as a proof of the corresponding query.

- \textbf{Verify($q, \Gamma, K$)} $\rightarrow$ $\delta$: On input an audit query $q = \{i_j, c_j\}_{j=1,...,t}$, the cloud’s proof $\Gamma = (y, t)$, the user constructs a vector $w \in \mathbb{F}_p^{n+m}$ such that the first $n$ entries of $w$ are the same as $y$, the $(n + i_j)$-entry is $c_j$, and all other entries are 0. The user checks whether $x^e = g^e \cdot \prod_{j=1}^{n} g_j^{w_j} \cdot \prod_{j=1}^{m} h_j^{w_{j+t}} \mod N$. If they are
equal, the cloud is honest and output $\delta = 1$; else, the cloud cheats and output $\delta = 0$.

Now we give an example choice of parameters for our new protocol to make our discussion more concrete. We can set $e = 257$, $n = 1024$ and $p, q$ are 1024-bit primes. Then, a data block is composed of 1024 sub-block each with 8-bit data; that is the data block is 1KB. The total number of blocks is $m = \frac{|F|}{8}$. In Section VII, we will evaluate the experimental performance of the new protocol with these specified parameters.

B. Analysis

Security of this protocol follows from Theorem 3 and the security of the underlying secure network coding protocol [17]. The performance of the new protocol is summarized in Table I. We also compare the performance of the new protocol with recent secure cloud storage protocols [6][5][4]. Note that we focus on asymptotic performance of protocols with respect to data size $|F|$, block size $|n|$, total number of blocks $|m|$, length of the audit query $l$ and security parameter $\lambda$. Since these protocols are very different in the underlying construction components, we omit many technical details and only focus on the key influential factors.

We compare the new protocol with several recent protocols. Compared with the protocol proposed by Yang and Jia [6], the main difference is the security foundation. The protocol in this paper is secure in the standard model while the protocol in [6] is secure in the random oracle model. The protocol proposed by Xu and Chang [5] is better in the communication cost; the computation cost for the cloud is also a little higher. The protocol proposed by Wang et al. [4] performs better in the communication cost; it also takes a little more storage cost and it is secure in the random oracle model. Different protocols have different strength and weakness; and they could be used for different applications.

VI. A NEW THIRD-PARTY PUBLIC AUDITING PROTOCOL

In this section, we show how to enhance the proposed new protocol to obtain an advanced protocol [4] which supports third-party public auditing. Wang et al. [4] proposed a new secure cloud storage protocol which introduces a third-party auditor to help the user to audit the data. The third-party auditor may have more experience and knowledge than the user. This enhancement will also reduce the burden of the user. The setup of this protocol will be almost the same as we previously described. The only exception is that instead of the data user, the third-party auditor will challenge the cloud to check whether the data remains intact. In such an enhanced protocol, it is desired that the third-party auditor should not know the user’s data, but at the same time the third-party auditor can indeed verify the integrity of the user’s data in the cloud.

In fact, only one algorithm SCS.Prove in our protocol SCS = (KeyGen, Outsource, Audit, Prove, Verify) needs to be enhanced. The key idea is to blind the message. Details are as follows.

- **Prove**($q, F'$) $\rightarrow$ $\Gamma$: When outsourcing the data to the cloud, the user also sends some random data blocks $w_i$ in $\mathbb{Z}_2^{n+m}$ whose coefficients are set to 0. When receiving a challenge query from the third party auditor, the cloud computes the result and proof $\Gamma$ in the same way as before to obtain $(y, t)$. Then the cloud uses the $w_i$’s to randomize $\Gamma$ by adding $y$ with some random linear combination of $w_i$’s. Note that the authentication of $y$ and $w_i$’s are known to the cloud, this randomization step is quite easy using the linear homomorphism property of the authentication algorithm as in the original SCS.Prove. The randomization will mask the data and thus the third-party auditor cannot get knowledge about the user’s data from cloud’s response. The proof is still true in this case and thus the third-party auditor can indeed check the integrity of the user’s data.

With the enhanced Prove algorithm, we have constructed a new secure cloud storage protocol that supports third-party public auditing. Compared with the original protocol, the proposed new protocol does not need to assume the random oracle model. On the other hand, the enhancement also shows that our general construction is powerful. Instead of designing a protocol in an ad hoc way, we can design it in a more systematic way.

VII. PERFORMANCE EVALUATION

In this section, we present the experimental performance evaluation results of our detailed protocol in Section V. All the experimental results can be reproduced since we use public data sets [18] and we post our source code online [19].

The details of experiments are as follows. We first build a basic prototype of the protocol using Java 7.0. Then, we measure the performance of the protocol in terms of its storage cost, communication cost and computation cost. The experiments are done on a PC with an Intel i3 3.1G CPU and 4GB memory. We use the snapshots of the Wikipedia database.

### Table I

<table>
<thead>
<tr>
<th>Protocols</th>
<th>Computation</th>
<th>Storage</th>
<th>Communication</th>
<th>Computation</th>
<th>Storage</th>
<th>Communication</th>
<th>Security models</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>$O(m \cdot n \cdot \text{crypto})$</td>
<td>$O(\lambda)$</td>
<td>$O(l)$</td>
<td>$O(m \cdot n \cdot \text{crypto})$</td>
<td>$O(</td>
<td>F</td>
<td>+ \frac{2</td>
</tr>
<tr>
<td>Yang and Jia [6]</td>
<td>$O(m \cdot n \cdot \text{crypto})$</td>
<td>$O(\lambda)$</td>
<td>$O(l)$</td>
<td>$O(m \cdot n \cdot \text{crypto})$</td>
<td>$O(</td>
<td>F</td>
<td>+ \frac{2</td>
</tr>
<tr>
<td>Xu and Chang [5]</td>
<td>$O(m \cdot n \cdot \text{crypto})$</td>
<td>$O(\lambda)$</td>
<td>$O(l)$</td>
<td>$O(m \cdot n \cdot \text{crypto} + \lambda)$</td>
<td>$O(</td>
<td>F</td>
<td>+ \frac{2</td>
</tr>
<tr>
<td>Wang et al. [4]</td>
<td>$O(</td>
<td>F</td>
<td>\cdot \text{crypto})$</td>
<td>$O(\lambda)$</td>
<td>$O(l)$</td>
<td>$O(m \cdot n \cdot \text{crypto})$</td>
<td>$O(2 \cdot</td>
</tr>
</tbody>
</table>
as our public test data sets [18], which are generated by the Wikimedia dump service. The data set information is shown in Table II. To authenticate the outsourced data, we choose $p$ and $q$ to be a 1024-bit large integer in the protocol.

**Storage cost.** For the user, it only needs to store the secret key; thus, the storage cost is two long integers $p$ and $q$. For the cloud, it needs to store both the data and the authentication information. The additional storage cost of our protocol is due to the authentication information of data. The experimental result is shown in Table III. We can see that the storage cost depends on the total number of blocks $m$ linearly. Thus, it is reasonable that we should increase the block size $n$ with the increase of data size. The storage cost can be very small if the block size is well chosen. For example, the additional storage cost of test #5 is only $0.04\%$ compared with the original data size. However, block size $n$ cannot be too large in practice since this will result in high communication cost, which depends mainly on block size. Thus, we need to have a trade-off between storage cost and communication cost.

**Communication cost.** For the user, the communication cost depends on the length of the audit query, which is a constant and thus trivial. For the cloud, the communication cost consists of two parts: one is the linear combination of the queried data blocks and the other is the authentication information. The former is the same as block size; the latter depends on the size of authentication information. The experimental result is also shown in Table III, which only focuses on the additional authentication cost since the block size is fixed. From Table III, the additional communication cost is small, which is due to the short size of the aggregated authentication information. Note that the size of authentication information is two long integers, which only depends on the security level of the protocol, but not the file size.

**Computation cost.** For the user and the cloud, the computation cost is composed of four parts, i.e., the time for outsourcing, auditing, proving and verifying the data. The experimental result is shown in Table IV. Outsourcing the data takes much longer time than other operations. The time cost grows higher when the data size becomes larger. In theory, it depends on data size, block size and total number of blocks. The maximal time is 90.3 hours for data set #5 of 432MB. This is very slow; however, this is one-time cost and it can be amortized in subsequent audit queries. To audit the data, it is pretty fast. It is simply the time to generate the random indices and their linear coefficients for the audit query. The time for proving data possession is much shorter than that of outsourcing. It depends on block size, length of the audit query and time to generate the aggregated authentication information. The maximal time is roughly 16 minutes for test #5, which is as expected. For verifying a proof, it takes shorter time than the proving process. The maximal time cost is about 12 minutes for test #5. It can also be found that the verification time is tightly related to block size and total number of blocks.

Finally, we remark that the computation cost is still not satisfactory in the current prototype. The experiments show that the protocol is feasible in practice; but the efficiency could be further improved. On the other hand, while some existing protocols which are only secure in the random oracle model appear to be more efficient, the stronger assumption may make the deployer to use a larger security parameter to cater for the weaker security guarantee, and hence the same cryptographic operation in those schemes may actually be slower than an instantiation of our scheme. Also, we believe that we have made a step forward in secure cloud storage and the understanding of the relationship between secure cloud storage and secure network coding. There is still room for optimizing our prototype. We leave it as a future work.

### VIII. Related Work

Cloud storage auditing was first formally studied by Juels and Kaliski [1] and Ateniese et al. [2]. Juels and Kaliski proposed a protocol called POR which can verify whether the cloud stores the user’s whole data based on some random authentication information. One drawback is that auditing can only be done a finite number of time. The work of Ateniese et al. also address the cloud storage auditing problem by creating some authentication information which is related to the data. Later, researchers worked out more protocols. Shacham and Waters [3] proposed two protocols based on message authentication codes (MAC) and digital signatures. Wang et al. proposed an extension based on bilinear maps. Yang and Jia [6] also gave a similar protocol. Xu and Chang [5] proposed a secure cloud storage protocol based on a special commitment protocol. There is also some interesting work based on number-theoretic-related hash functions [20].

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>File Name</th>
<th>File Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>*-oldimage.sql.gz</td>
<td>2.27KB</td>
</tr>
<tr>
<td>#2</td>
<td>*-pages-articles-multistream-index.txt.bz2</td>
<td>1.45MB</td>
</tr>
<tr>
<td>#3</td>
<td>*-stuff-meta-current.xml.gz</td>
<td>23.5MB</td>
</tr>
<tr>
<td>#4</td>
<td>*-pages-meta-current.xml.bz2</td>
<td>121MB</td>
</tr>
<tr>
<td>#5</td>
<td>*-pages-meta-history.xml.gz</td>
<td>432MB</td>
</tr>
</tbody>
</table>

<p>| TABLE III |
| ADDITIONAL STORAGE AND COMMUNICATION COST: $n$ DENOTES THE BLOCK SIZE AND $m$ DENOTES THE TOTAL NUMBER OF BLOCKS |</p>
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>$n$</th>
<th>$m$</th>
<th>Storage</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>1KB</td>
<td>3</td>
<td>0.8KB</td>
<td>376B</td>
</tr>
<tr>
<td>#2</td>
<td>1KB</td>
<td>1488</td>
<td>0.54MB</td>
<td>376B</td>
</tr>
<tr>
<td>#3</td>
<td>1KB</td>
<td>24089</td>
<td>8.8MB</td>
<td>376B</td>
</tr>
<tr>
<td>#4</td>
<td>1MB</td>
<td>122</td>
<td>0.04MB</td>
<td>376B</td>
</tr>
<tr>
<td>#5</td>
<td>1MB</td>
<td>433</td>
<td>0.16MB</td>
<td>376B</td>
</tr>
</tbody>
</table>

<p>| TABLE IV |
| COMPUTATION COST (THE TIME COST IS MEASURED IN MILLISECONDS.) |</p>
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>$n$</th>
<th>$m$</th>
<th>Outsource</th>
<th>Audit</th>
<th>Prove</th>
<th>Verify</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>1KB</td>
<td>3</td>
<td>832</td>
<td>0.03</td>
<td>828</td>
<td>726</td>
</tr>
<tr>
<td>#2</td>
<td>1KB</td>
<td>1488</td>
<td>1119599</td>
<td>0.04</td>
<td>927</td>
<td>732</td>
</tr>
<tr>
<td>#3</td>
<td>1KB</td>
<td>24089</td>
<td>18409614</td>
<td>2.00</td>
<td>1009</td>
<td>768</td>
</tr>
<tr>
<td>#4</td>
<td>1MB</td>
<td>122</td>
<td>871217897</td>
<td>0.38</td>
<td>97688</td>
<td>736411</td>
</tr>
<tr>
<td>#5</td>
<td>1MB</td>
<td>433</td>
<td>325039357</td>
<td>4.20</td>
<td>976570</td>
<td>741242</td>
</tr>
</tbody>
</table>
drawback is that there lacks a convincing security argument in the hash function based protocols. All the above protocols are designed in an ad hoc way; on the other hand, a general construction is investigated in this paper.

Network coding was first proposed by Ahlswede et al. [9] as a technique to increase the throughput of a multicast network. Its security issue was first studied by Cai and Yeung [7] and Gkantsidis and Rodriguez [8]. Cai and Yeung [7] considers a positive impact of data security. Gkantsidis and Rodriguez [8] found that network coding is quite weak in front of pollution attacks. To prevent this attack, researchers proposed various protocols, e.g., employing a hash function to protect the integrity of a codeword [8]. A different hash function based protocol was also proposed [11]. There is also protocol based on digital signatures from bilinear map [14]. More recent work focuses on constructing protocols which are secure in the standard model, i.e., without assuming the cryptographic hash function is a truly random function [21][17]. There is also another line of work that employs the idea of network coding to construct reliable and distributed storage system [22][23][24], which are orthogonal to our work here. These work focus on how to construct a distributed system using network coding techniques for fast repairing damaged data with multiple clouds; while our work here focus on how to detect whether the outsourced data on a single cloud is modified using the technique that is applied for checking whether a network code is polluted. Le and Markopoulou also considered checking the integrity of network coding enabled cloud storage system [25]. In their work, network coding is employed to repair damaged data fast, but not to help audit the user data.

IX. CONCLUSION

In this paper, we have designed a general construction of secure cloud storage protocol based on any secure network coding protocol. However, it is not known if a secure network coding protocol can be constructed from a secure cloud storage protocol. It is an interesting future work to consider under what condition this can be done. We also construct two new secure cloud storage protocols, which do not need to assume that a hash function is a truly random function. It is an interesting future work to improve the efficiency of the detailed protocol. There is still space for improving the current implementation if the protocol is to be adopted in practice. Another interesting work is to construct new efficient secure cloud storage protocols based on the current work and existing protocols in the secure network coding area.
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